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Journal of
Fluids

Engineering Editorial

This volume contains eight papers on turbomachinery covering
CFD applications, detailed flow measurements on unsteady flow,
new design methods and control devices, and conventional em-
pirical approaches. Shi and Tsukamoto succeeded in predicting
pressure fluctuations caused by the interaction between a centrifu-
gal impeller and diffuser vanes, using a Navier-Stokes code with
standard k2« turbulence model. Using a commercial code, Gu
et al. succeeded in predicting the performance of a single-stage
centrifugal compressor and studied the volute/diffuser flow in de-
tail at design and off design conditions. By combining a scheme
called the Single-Sweep Method with an algebraic eddy viscosity
model, Kochevsky made a parametric study of the energy loss in
annular diffusers with a rotating hub and inlet flow swirl, with the
purpose of minimizing the loss in annular diffusers. These papers
suggest that CFD is now becoming capable of predicting not only
steady flows under design flow conditions, but also unsteady flows
and off-design flows. Sinha, Pinarbasi and Katz, using PIV and
pressure fluctuation measurements, made detailed observations of
unsteady flow process during the onset and developed stages of
rotating stall within a vaned diffuser of a centrifugal pump. This
work is useful for refining CFDs so that they can predict local
flow process, as well as for obtaining a physical understanding of
the stalling process. The combination of those efforts in CFD and
detailed flow measurements will lead CFDs to more useful design
tools that require less experience and fewer empirical factors, and
also to methods for clarifying the flow physics in turbomachinery.

New production technologies can expand the applications of

turbomachinery. Liu, Nishi and Yoshida have shown that a high
efficiency mini turbopump is possible by employing a larger out-
let blade angle and a larger number of blades with a smaller
outlet/inlet area ratio, combined with high precision manufactur-
ing technology. Two papers propose new control methods. Saha
et al. propose the application of radial grooves on the casing walls
between impeller exit and vaned diffuser throat, to control vaned
diffuser rotating stall in radial centrifugal impellers. In many cases
the suppression was realized at the cost of head decrease, but it
was shown that shallow grooves can decrease the rotating stall
onset flow rate with acceptable head decrease. A pitch-flap cou-
pling mechanism to control the output power of a horizontal axis
wind turbine was studied by Shimizu and Kamada to determine
the optimum pitch angle to flap angle ratio and also the flow
physics of control.

Despite the developments of CFD as mentioned before, we still
need to depend largely on empirical relations in various aspects of
turbomachinery design. Lazzarotto et al. studied the influence of
Reynolds number on the performance of cross flow fans with
various casing geometry. Engin and Gur studied the effects of
solid particles on the performance of open type centrifugal pump
impellers with various tip clearance. Such empirical studies will
remain a requirement for the practical design of various types of
turbomachinery.

Yoshinobu Tsujimoto
Associate Editor

Copyright © 2001 by ASMEJournal of Fluids Engineering SEPTEMBER 2001, Vol. 123 Õ 465
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Numerical Study of Pressure
Fluctuations Caused by
Impeller-Diffuser Interaction
in a Diffuser Pump Stage
Two-dimensional and three-dimensional, unsteady state Reynolds-averaged Navier-
Stokes (RANS) equations with standard k-« turbulence models were solved within an
entire stage of a diffuser pump to investigate pressure fluctuations due to the interaction
between impeller and diffuser vanes. A complete solution of transient flows due to the
interaction between components in the whole pump without approximating the blade
count ratio of impeller to diffuser was obtained by employing an Arbitrary Sliding Mesh.
The unsteady numerical results were compared with experimental data and values calcu-
lated by the singularity method. As a result of the present study, the Navier-Stokes code
with the k-« model is found to be capable of predicting pressure fluctuations in the
diffuser. Furthermore, extensive numerical studies identified sources contributing to the
pressure fluctuations in the diffuser, and helped to understand the mechanism of impeller-
diffuser interactions in the diffuser pump.@DOI: 10.1115/1.1385835#

Introduction
In a diffuser pump, the centrifugal impeller interferes with its

successive diffuser vanes and produces pressure fluctuations
downstream of the impeller. In the case of a small radial gap
between the impeller and diffuser vanes, the magnitude of these
pressure fluctuations may become as large as the total pressure
rise across the pump~Arndt et al., @1,2#; and Tsukamoto et al.
@3#!. These fluctuations not only generate noise and vibration that
cause unacceptable levels of stress and reduce component life due
to fatigue, but also introduce unfavorable characteristics of pump
performance even at or near the design point. Therefore, there is a
need to understand the sources of unsteadiness~i.e., potential and
wake interactions! to control the pressure fluctuations and to im-
prove the overall pump performance and reliability.

Dring et al. @4# indicated two distinct mechanisms of rotor-
stator interaction:~i! wake interactions and~ii ! potential interac-
tions. Potential interactions are presently fully understood as po-
tential flow effects induced by inviscid interaction due to the
relative motion between rotor blades and stator vanes. Wake in-
teraction is far more complicated than potential interaction. It
originates from the impingement and convection of wakes shed
from the impeller passages and moving through the successive
diffuser passages. Rotor-stator interactions have been studied ex-
tensively in axial-type gas turbomachines~Gallus et al., @5#;
Fleeter et al.,@6#; Rai, @7#; Giles et al.,@8#; Lewis et al.,@9#; Rao
et al.,@10#; Sharma et al.,@11#; Ho et al.,@12#; Valkov et al.,@13#;
Arnone et al.,@14#; Chung et al.,@15#!. However, only a few stud-
ies have focused on impeller-diffuser interaction in hydraulic ma-
chines, especially in centrifugal pumps. Some experimental con-
tributions to wake interactions in pumps may be attributed to the
extensive PIV measurements by Dong et al.@16#, and Akin et al.
@17#, and hot wire measurement by Ubaldi et al.@18#. However, it
is difficult to understand the flow phenomena due to impeller-
diffuser interaction from only experimental studies because of the
complicated flow structures in centrifugal pumps. A 2-D unsteady
flow calculation was presented by Fortes-Patella et al.@19#, who

studied the interaction between the impeller and volute in a volute
pump. They used ‘‘over-lapping’’ mesh and ‘‘phase-lagged’’ pe-
riodic boundary conditions. Bert et al.@20# carried out an un-
steady flow calculation in a centrifugal pump using a finite ele-
ment method. Schulz et al.@21# did calculations of steady/
unsteady 3D viscous flow in hydrodynamic torque converters. Qin
and Tsukamoto@22# calculated an unsteady flow caused by
impeller-diffuser interaction in a diffuser pump with singularity
method. Ruprecht et al.@23# performed a numerical modeling of
unsteady flow in a francis turbine. All these works contributed to
the understanding of impeller-diffuser interaction in pumps, how-
ever, we have not reached the stage in which the unsteady flow
due to the impeller-diffuser interaction can be predicted with suf-
ficient accuracy.

Following the recent theoretical works by Qin and Tsukamoto
@22#, the present study uses RANS code to calculate the pressure
fluctuations downstream of the diffuser pump impeller. Full
Navier-Stokes equations withk-« turbulence model were solved
within a diffuser pump stage and the results were compared with
experimental data to validate the CFD calculations. The results
were also compared with values predicted by the singularity
method to differentiate the potential interaction contribution from
unsteady pressures. These comparisons lead to identify the contri-
butions to pressure fluctuation resulting from various sources~po-
tential and wake-diffuser interactions!, and will enhance our un-
derstanding of the mechanism of impeller-diffuser interaction in
diffuser pumps.

Description of the Model and Computational Method

Pump Model and Experimental Data. The test pump was a
single-stage diffuser pump with five impeller blades, eight dif-
fuser vanes, and volute casing as shown in Fig. 1(a). A detailed
description of the pump is given by Tsukamoto et al.@3#. Mea-
sured unsteady pressure in the vaned diffuser passage was com-
pared with values calculated by the singularity method~Qin and
Tsukamoto,@22#!. Specifications of the essential components are
summarized in Table 1.

A comprehensive survey of instantaneous pressure within the
diffuser passages was made by Tsukamoto et al.@3#. The unsteady
pressures were measured by semi-conductor-type pressure trans-
ducers, which were installed directly on the pressure taps to pre-

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Bioengineering Division Oc-
tober 21, 1998; revised manuscript received April 12, 2001. Associate Editor:
B. Schiavello.
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vent the decrease of natural frequency in the pressure measure-
ment systems. Figures 1(b) and 1(c) illustrate the unsteady
pressure measurement stations on the shroud casing side of the
diffuser in the test pump. Because of the limited space in the
measuring sections the pressure taps for tangential traverse were
located only at one radial location in each passage of the diffuser.

The subscript of the radial traverse position represents the passage
ID ~e.g. (r 5)c means that the static pressure tap is on ther 5 line in
the passageC). The blade-to-blade distributions of unsteady pres-
sure were identified by a phase shift of the measured data. The
coordinates of the static pressure taps were formed by the cross of
five radial grid lines and five stream-wise grid lines in a blade-to-
blade passage as shown in Fig. 1(c).

Mathematical Method, CFD Code. In this study, unsteady
incompressible Reynolds-averaged Navier-Stokes equations were
employed to execute the time-accurate calculations associated
with true transient impeller-diffuser interaction in a diffuser
pump. The present CFD code is a commercial software package
STAR-CD @24#. One application of this code to turbomachinery
flows can be found from Schachenmann et al.@25#. The pressure-
based, fully conservative, finite volume method is used in the
code. The turbulent viscosity was calculated using the standard
k-« model. An implicit first-order scheme was used for the time-
dependent term. To avoid excessive numerical dissipation, a third-
order accurate interpolation scheme~QUICK! was used for the
discretization of the convection terms and central difference
scheme was used for diffusion terms. The discrete governing
equations were solved with the PISO~Pressure Implicit Split Op-
eration! algorithm.

Computational Domain and Grid Topology. The number
of blade passages is usually limited in computational domains to
reduce the computer memory and running time for unsteady rotor-
stator interaction analysis. Obviously, this sort of treatment incurs
difficulties not only in modifying the blade configurations for the
match of the count ratio of rotor to stator, but also in specifying
the boundary condition for single component calculations. Since
there is no common factor available between the present impeller
blades and diffuser vanes, numerical calculations were made for
the whole stage of pump from impeller inlet to volute casing
outlet. At the first step of study, the pump model was simplified
down to 2-D flow to reduce the computational cost and memory
requirements and to make the calculation possible on an EWS
~Engineering Work Station!. Then 3-D pump model was per-
formed using the same CFD code to determine the differences
between 2D and 3D calculations.

As shown in Fig. 2, the Hexahedron mesh was generated by
ICEM-CFD and the multi-block computational domain was com-
prised of three sub-domains: impeller, diffuser and volute casing.
The grids were arranged carefully within the small gap~4 mm!
between impeller and diffuser. The total number of cells was
41,800 for the 2-D pump model and 338,460 for the 3-D pump
model with higher density of cells in the diffuser region where
more detailed flow structure was desired. The finer grids of 61,480
cells were used to check the grid-independence of numerical re-
sults in the 2-D flow model. Grid-independent results for 3-D
calculations were not pursued due to limitations of our computer
resources. A special technique called Arbitrary Sliding Mesh was
used in the present transient solution to accommodate the relative
motion between the impeller and stationary parts of diffuser vanes

Table 1 Specifications of test pump

Impeller Diffuser Volute casing

Number of bladesZi55 Number of vanesZd58 Volute widthbv576.9 mm
Inlet diameterD15132 mm Inlet diameterD35258 mm Base circle diameter5478.8 mm
Outlet diameterD25250 mm Outlet diameterD45325 mm
Outlet widthb2541.6 mm Inlet and outlet width

b35b4545.8 mm
Blade inlet angleb1520.4 deg Blade inlet angleb3516.97 deg
Blade outlet angleb2522.5 deg Blade outlet angleb4515.44 deg
Design point: Flow rateQ056.21 m3/min. (w05Q0 /pD2b2U250.117)

Total head riseH529.2 m (c05gH/U2
250.393)

Rotational speedN52066 rpm

Fig. 1 Schematics of test diffuser pump. „a… Test diffuser
pump; „b… pressure measurement stations for test vaned dif-
fuser; „c… shifted static pressure tap position in blade-to-blade
passage
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and volute casing. This allowed portions of mesh in the rotary part
of the impeller to slide in small incremental moments relative to
those of the stationary part during transient simulations.

Boundary Conditions. Since the computational domain in-
corporated the entire stage of the diffuser pump, the boundary
conditions were easily specified at the inlet and outlet of the
pump. Corresponding to the specified flow rate, a steady uniform
radial velocity for 2-D calculations or axial inflow velocity distri-
bution for 3-D calculations was given at the inlet boundary and
the inlet boundary was located as far from the impeller blades
leading edge, as possible. The outlet boundary was imposed at the
end port of the volute casing, and simple extrapolation boundary
conditions were employed. Further changes in locations of inlet
and outlet boundaries did not show differences in predicted static
pressure fluctuations. Nonslip wall boundary conditions were
specified for the impeller blades surface, diffuser vanes surface
and volute casing wall. The so-called ‘‘wall functions’’ were em-
ployed within the sub-layer adjacent to all the surfaces. Also, the
boundary values of turbulence energy and turbulence dissipation
rate were carefully set to make the solution stable and accurate.
Zero gradients ofk and « are specified at the outlet, while the
following relationships are selected fork and« at inlet,

k150.005~U1
21V1

21W1
2! and «15k1

1.5/0.01D2

whereU1 , V1, andW1 are inlet mean velocity components, and
D2 the outlet diameter of the pump impeller. Variations in these
parameters showed little effect on the pressure fluctuation in the
diffuser. The sliding interface between the impeller and diffuser
was treated as an additional fluid zonal boundary in transient cal-
culations with sliding meshes, and was updated implicitly after the
interior of computational domain has been updated.

Convergence Judgment and Numerical Error Control. All
the computations were performed on a computer VT-Alpha
500AXP ~500 MHz Alpha processor, 512 MB RAM!. The time
step, which is related to rotational speed and angular displacement
of the impeller between two successive computations, was set to

1.031024 ~290 time steps per revolution!. The combination of
mesh density and time step was chosen such that the maximum
cell Courant number~defined asC5uVuDt/Dx, whereV is the
estimated local velocity, andDx, the corresponding local mesh
dimension! was less than 50. This was found to be necessary for
time accuracy and numerical stability. Normally, correctors be-
tween 5 and 8 are necessary within each time step for the PISO
algorithm to reduce the residual below an acceptable value. 5-6
revolutions of the impeller are necessary to get the convergence to
a periodic unsteady solution. Figure 3 shows the time histories of
velocity and static pressure near the leading edge suction side of
diffuser vanes during the first five revolutions of impeller. The
final numerical results for the comparisons with experimental data
in this paper were extracted from the sixth revolution of the im-
peller. To determine the sensitivity of numerical results to the
magnitude of the time step, the results at 290 and 580 time steps
per revolution were compared. As shown in Fig. 4, the magnitude
of the time step has no significant effect on the pressure fluctua-
tion. The sensitivity of the model to grid size was checked by
performing the calculations for the 2-D model on two grid sys-
tems, one with 41,800 cells and the other with 61,480 cells, as
shown in Fig. 5. The numerical results showed that accurate com-
putations are expected from 290 time steps per revolution and
61,480 grids in the present unsteady calculation. Furthermore,
various spatial difference schemes, such as, the first-order UD
~Upwind Differencing!, the second-order LUD~Linear Upwind
Differencing! and the third-order QUICK~Quadratic Upstream
Interpolation of Convective Kinematics! as well as a multidimen-
sional second-order MARS~Monotone Advection and Recon-
struction Scheme! were tested at the mesh density of 61,480 cells.
The differences in the results were negligible. The numerical tests
based on two grid systems and different convective flux formula-
tions indicated that the well-known numerical diffusion~a form of
numerical truncation error! and numerical dispersion~a kind of
numerical instability! diminished to maximum extent. Moreover,
the influences of boundary locations and boundary specifications
were reduced to their respective minimums. Therefore, for the

Fig. 2 Computational grid. „a… 2-D computational grid „41,800 cells …; „b… 3-D computational grid „338,460 csells …
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present 2-D calculations, the numerical deviations from the ex-
perimental data can be attributed to physical modeling errors:~1!
2-D and 3-D difference;~2! difference between CFD pump mod-
eling and real pump modeling;~3! pump geometry deviation; and
~4! turbulence models. While for the present 3-D simulations, the
discretization error due to inadequate grid resolution is a major
concern.

Calculations by Singularity Method. Qin and Tsukamoto
@22# calculated pressure fluctuations downstream of the present
test diffuser using singularity method. In their 2D, inviscid, and
incompressible flow analysis, they chose three kinds of vortices
for the fundamental analysis on impeller-diffuser interaction:
steady bound vortices on the impeller, unsteady bound vortices on
the diffuser vanes and free vortices shed from the diffuser vane
trailing edge. The present CFD results were compared with the
unsteady static pressures calculated by singularity method.

Results and Discussion

Unsteady Pressure in Diffuser Vane Passage.Figure 6 in-
dicates the time histories of the unsteady part of the instantaneous
pressure coefficient on a representative pressure tap (r 1 ,c1)D po-
sitioned close to the diffuser vane leading edge on the suction side
~see Fig. 1(b)!. The relative position between impeller I-1 and
diffuser vaneD-1 at t* 50.0 is shown in Fig. 1(c). The wave
form of unsteady pressure predicted by CFD shows better agree-
ment with the experimental one than a wave form calculated by
the singularity method which is comprised of only low frequency
components. The poor waveform predicted by the singularity
method was due to exclusion of the blade thickness and viscous
wake-diffuser interaction from the calculation. As shown in Fig.
7, the incorporation of the wake vortices from the impeller pas-
sages into the singularity method with some assumptions can im-
prove, to some degree, the unsteady static pressure in terms of the
fluctuation wave form~Qin @26#!. The valley of instantaneous

Fig. 3 Convergence history of time accurate computation dur-
ing five rotations. „a… velocity fluctuation; „b… pressure fluctua-
tion

Fig. 4 Effect of time step on pressure fluctuation at station
„r 1 ,c 1… for rated condition

Fig. 5 Effect of grid density on pressure fluctuation at station
„r 1 ,c 1… for rated condition

Fig. 6 Time histories of unsteady pressure Dc at „r 1 ,c 1…; Ex-
perimental Uncertainty in DcÄ7.1 percent
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pressure modeled by CFD is lower than observed in the experi-
mental data or predicted by the singularity method but follows the
general pattern.

Figure 8 shows the blade-to-blade distributions of the peak-to-
peak values of unsteady pressure coefficient in the test diffuser
shown in Fig. 1(c). As compared to the results from the singular-
ity method and the experimental data, the present CFD approach
is capable of predicting global trends in the pressure variations,
which are found to be larger on the suction side of diffuser vane
than on the pressure side at a given radius, and that unsteady
pressure decreases with increasing radius. The absolute magnitude
of the unsteady pressure coefficient from CFD simulation with the
two-equation model is larger than the experimental value. At the
current stage, nevertheless, the general features of the pressure
variations can be captured with the Navier-Stokes Solver. The
results obtained are in agreement with the available experimental
data in spite of the deviation in the magnitude of pressure fluctua-
tions. Figure 9 shows both the measured and the CFD predicted
unsteady pressures in frequency domain at the location of
(r 1 ,c1)D in the diffuser~Fig. 1(b)). The frequencies are extracted
from the time domain with an external FFT program. The present
simulations demonstrate that the pressure in the diffuser passage
fluctuates with the impeller blade passing frequencyZiN and its
high harmonics, which cannot be accounted for in the singularity
method without viscous wake interactions. In conclusion, the
present whole stage calculations can predict frequency compo-
nents of unsteady static pressures well, and provide fair approxi-
mations of pressure amplitudes.

Contour of Instantaneous Static Pressure„2-D CFD Re-
sults…. Figure 10(a) and (b) shows the contour of instantaneous
static pressure in the stage of the test pump at two instants corre-
sponding to P1 and P3 in Fig. 11 that indicates four pressure
peaks occurring at the pressure tap (r 1 ,c3)D within one pitch
angular displacement of the impeller. Att* 50, when impeller
blade I-1 approaches closest to the leading edge of the diffuser
vanes D-1, static pressure at (r 1 ,c3)D reaches the highest peak P1.
This pressure peak is due to potential interactions between impel-
ler blades and diffuser vanes as indicated by the potential flow
analysis~Qin and Tsukamoto,@22#!. When the trailing edge of the
impeller blade I-1 is passing by the pressure tap (r 1 ,c3)D , the
pressure at (r 1 ,c3)D is responding to another peak P3. This is
attributed by the wake interference from impeller blade I-1 as
described later.

Contour of Turbulent Kinetic Energy „2-D CFD Results….
Figure 12(a) and (b) shows the CFD calculated contour of tur-
bulent kinetic energy in the stage of the studied pump at two
instants. The impeller wake with high level turbulent kinetic en-

ergy moves out of the impeller discharge~e.g., I-1 in Fig. 12(a)!,
and is chopped by diffuser vane when it approaches the leading
edge of the diffuser vanes. Then the wakes decay gradually in the
diffuser passage becoming insignificant after passing through the
diffuser passage, as can be seen in Fig. 12. The pressure peak P2
in Fig. 11 happens at the moment when the viscous wake shed
from blade I-1 passes by the location (r 1 ,c3)D , as shown in Fig.

Fig. 7 Unsteady pressure Dc at „r 1 ,c 1… predicted by Singular-
ity method accounting for the viscous effects

Fig. 8 Contour map of magnitude of Dcp -p of pressure fluc-
tuation in vaned diffuser passage at rated condition; experi-
mental uncertainty in Dcp -pÄ7.1 percent. „a… Measured; „b… cal-
culated by singularity method; „c… CFD predicted

Fig. 9 Pressure fluctuation at „r 1 ,c 1… in frequency domain
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12(b). In other words, the viscous wake shed from impeller pas-
sage can be interpreted as a kind of ‘‘phantom blade’’ causing
additional impeller-diffuser interactions.

Vorticity Contours „2-D CFD Results…. Figures 13(a) and
(b) show the present CFD predicted contour of vorticityz in the
stage of the test pump at two different instants. The wakes shed
from the impeller blade trailing edge traverse with the main flow

from the impeller and are chopped into segments by diffuser
vanes. Then the wake segments are sheared and stretched within
the diffuser passage, and continue migrating while decaying
gradually. From Fig. 13(a) and (b), it might be deduced that the
pressure peaks, P3 and P4, shown in Fig. 11 are possibly produced
by the passing of wakes shed from the trailing edge of impeller
blade I-1. In addition to the outstanding pressure peaks occurring
at the monitored location (r 1 ,c3)D , a series of small increases in
pressure are introduced by wake stretching and decaying. Conse-
quently, this wake interaction generates fluctuations in the veloc-
ity and static pressure in the diffuser passage. Whereas the de-
tailed viscous wake-diffuser interactions can be detected with the
present CFD model, the present singularity method cannot explain
the interaction and migration of the wakes downstream of impel-
ler passages, thus the frequency components calculated by the
singularity analysis cannot cover wide frequency ranges, even
though the present singularity method can identify the potential
interaction in pumps.

Comparison Between 2-D and 3-D Calculations. Figure 14
presents a comparison between 2-D and 3-D calculations on the
static pressure fluctuation at stations (r 1 ,c1)D , (r 1 ,c3)D ,
(r 2 ,c3)A and (r 3 ,c3)G . The wave form is improved by the 3-D
computation, especially between the two pressure peaks. It seems
that the sampling time of 0.0002 second for the measurements
may be too long to be able to capture the detail fluctuations of
pressure as predicted by CFD calculations. Generally, the agree-Fig. 11 Unsteady pressure Dc at position „r 1 ,c 3… for rated

condition

Fig. 10 2-D CFD predicted static pressure at two instants. „a… t *Ä0.0; „b… t *Ä0.41378

Fig. 12 2-D CFD predicted turbulent kinetic energy at two instants. „a… t *Ä0.0; „b… t *Ä0.13788
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ment between CFD and experimentation becomes worse at higher
radii, especially at position (r 2 ,c3)A in the diffuser passage A,
which is oriented to the tongue of the volute. This is because the
complicated interaction processes at the rear part of the diffuser or
near the tongue area cannot be captured accurately by the present
calculation. Using the present CFD studies on the test pump, the
unsteady effects can be categorized as potential interactions that
propagate downstream and upstream, and wake effects that con-
vect downstream. At the rear part of the diffuser, both of these
effects become very complicated, and hence the real physics of
the interaction processes becomes more difficult to model with the
current RANS CFD solver.

Figure 15 presents the contours of relative velocity magnitude
at the discharge of the test pump impeller from the unsteady 3-D
calculation at two instants, and indicates a small, time-dependent
region with the well-known ‘‘jet-wake’’ structure near the shroud
suction corner at the outlet of the centrifugal impeller. This flow
structure cannot be predicted by the 2-D calculation due to its
failure to capture the secondary flow motion in the impeller. The
slight discrepancy between 2-D and 3-D calculations shown in
Fig. 14 may come from such flow structure differences. Surpris-
ingly, 3-D calculations did not present as satisfactory results as
expected. This can be explained in that the present impeller-
diffuser interactions are dominated by potential interaction and

Fig. 13 2-D CFD predicted contour of vorticity at two instants. „a… t *Ä0.41378; „b… t *Ä0.72418

Fig. 14 Comparisons between 2-D and 3-D calculations. „a… „r 1 ,c 1…; „b… „r 1 ,c 3…; „c… „r 2 ,c 3…; „d… „r 3 ,c 3…

472 Õ Vol. 123, SEPTEMBER 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



hence the wake effects are relatively small. The time-dependent
static pressure distribution from hub to shroud based on the un-
steady 3-D calculation at two instants as shown in Fig. 16, does
not indicate marked distortion and follows a trend toward 2-D
patterns.

Conclusions
A 2-D and 3-D unsteady incompressible Reynolds-averaged

Navier-Stokes equations with two equation turbulence models
was computed for the whole stage of a diffuser pump without
approximating the count ratios of rotor to stator. The calculated
results provided insights toward a better understanding of compli-
cated unsteady rotor-stator interaction phenomena in a diffuser
pump. As a result of the comparison of the CFD predictions with
singularity calculations and experimental data, the following con-
clusions are derived:

1 Sources contributing to the pressure fluctuations in the dif-
fuser passage of the present diffuser pump stage have been cap-
tured with a 2-D RANS solver: potential interactions cause the
highest peak of pressure in the diffuser; viscous wakes shed from
the impeller interfere with the successive diffuser vanes and result
in the presence of additional high pressure peaks.

2 The frequency components of the pressure fluctuations in the
diffuser passage are comprised mainly of the impeller blade pass-
ing frequencyZiN and its higher harmonics of 2ZiN and 3ZiN.
This indicates that the impeller-diffuser interaction is caused
chiefly by potential interaction and wake impingement with the
diffuser vanes.

3 The ‘‘jet-wake’’ flow structure at impeller discharge affects
the wake-diffuser interaction, but it is relatively small compared
with stronger viscous wake interactions in the present pump.

Further work is being focused on the numerical solutions on
real pump models including the leakage flow, which is believed to
be important factors for impeller-diffuser simulations in pumps.
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Nomenclature

c 5 symbol of pressure traverse line
D 5 diameter
k 5 turbulence energy
f 5 frequency

N 5 rotational speed
PS 5 pressure side
Ps 5 total pressure at pump suction port
p 5 instantaneous static pressure5 p̄1 p̃
p̄ 5 time averagep
p̃ 5 unsteady component ofp

p* 5 relative pressure5p2Ps
R,r 5 radius

Fig. 16 Static pressure contour at the impeller discharge
based on unsteady 3-D calculation. „a… t *Ä0.0; „b… t *Ä0.7758

Fig. 15 Contours of relative velocity at the impeller discharge based on
unsteady 3-D calculation. „a… t *Ä0.0; „b… t *Ä0.7758
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SS 5 suction side
T 5 period of one revolution of impeller
Ti 5 time required to traverse one pitch of impeller blade
t 5 time

t* 5 non-dimensional time5t/Ti
U,V,W5 x-, y- andz- velocities in Cartesian coordinates

U2 5 peripheral speed of impeller
Z 5 number of blades

Dc 5 non-dimensional unsteady pressure5 p̃* /rU2
2/2

Dcp-p 5 peak-to-peak magnitude ofDc
« 5 dissipation rate of turbulence energy
r 5 density
c 5 instantaneous pressure coefficient5(p2Ps)/(rU2

2/2)
z 5 vorticity5]v/]x2]u/]y

Subscripts

A,D,G 5 individual diffuser passage shown in Fig. 1(b)
d 5 diffuser
i 5 impeller

1, 2 5 impeller inlet and outlet
3, 4 5 diffuser vane inlet and outlet
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A Numerical Investigation on the
Volute/Diffuser Interaction Due to
the Axial Distortion at the
Impeller Exit
A numerical simulation is performed on a single-stage centrifugal compressor using the
commercially available CFD software, CFX-TASCflow. The steady flow is obtained by
circumferentially averaging the exit fluxes of the impeller. Three runs are made at the
design condition and off-design conditions. The predicted performance is in agreement
with experimental data. The flow details inside the stationary components are investi-
gated, resulting in a flow model describing the volute/diffuser interaction at design and
off-design conditions. The recirculation and twin vortex structure are found to explain the
volute loss increase at lower and higher mass flows, respectively.
@DOI: 10.1115/1.1385515#

Introduction
A single-stage centrifugal compressor consists of impeller, dif-

fuser~vaned or vaneless!, and volute. Impeller and diffuser flows
have been studied extensively, and volute flow study has appeared
as an interesting research field for further improving the compres-
sor performance. Van den Braembussche and Hande@1# measured
a straight model of a centrifugal compressor volute. Based on
their measurement, they described the volute flow as:

• The fluid entering close to the tongue at small radii fills the
center of the volute

• New fluid entering further downstream at a larger radius
starts rotating around the upstream fluid

• Vortex tubes of increasing radius are wrapped around each
other and each vortex tube remains at constant radius

Ayder et al.@2,3# gave a detailed measurement and numerical
simulation of the flow structure of the volute at design and off-
design conditions. Hagelstein et al.@4# presented a detailed flow
measurement of a rectangular volute at an off-design condition of
higher mass flow rate.

The interaction between volute and impeller was studied ex-
perimentally by Hagelstein et al.@5#. At off-design conditions, the
volute produces a peripheral pressure distortion, leading to a pe-
riodic throttling of the impeller flow and oscillating of the radial
force on the impeller shaft. Flathers et al.@6# satisfactorily pre-
dicted the variation of radial force magnitudes and directions with
the mass flow rates using CFX-TASCflow. Sorokes et al.@7# ex-
perimentally investigated the circumferential static pressure non-
uniformity on a multi-stage compressor. The numerical study of
Hillewaert @8# showed that the pressure oscillation at the vaneless
diffuser inlet could be up to 10% of the mean value for the near
choke flow.

This paper numerically investigates the flow structure inside the
compressor under distorted impeller exit pressure due to the vo-
lute. Except for the use of some models~Hillewaert and Van Den
Braembussche@8#!, the numerical investigation of the pressure
circumferential distortion at the impeller exit is very expensive
because all the impeller passages have to be simulated together,
and the unsteady flow has to be resolved at tiny time steps. How-

ever, since the upstream effect of the volute has previously been
studied and found to be12 that at the diffuser exit, as shown by
Hagelstein et al.@4# and Sorokes et al.@7#, it is therefore deemed
reasonable to simply circumferentially average the impeller exit
fluxes as a starting flow for the diffuser/volute analysis. Because
of the circumferential averaging, this paper limits the discussion
to the flow axial distortion at the averaging station. A flow model
is proposed to describe the flow inside the volute of the compres-
sor.

CFD Models
The commercially available CFD software, CFX- TASCflow, is

employed for this study. The validation of this code for the con-
figuration of centrifugal compressors can be found, for example,
in the work of Flathers@6,9#. The code solves the Reynolds aver-
aged Navier-Stokes equations in primitive variable form. The ef-
fects of turbulence were modeled using the standardk–« turbulent
model. To make the simulation timely economical, a wall function
is used to resolve the wall flows. The simulation is believed con-
verged when nondimensionalized maximum residuals are reduced
to 1.E-4. The dependence of the solution on turbulence models
has not been conducted in this study, but a comprehensive assess-
ment has been made by Lakshminarayana@10# on the computation
of turbomachinery flows usingk-« turbulence model. The CFD
results of Flathers and Bache@6# satisfactorily agreed with the
experiment using this turbulence model for a similar compressor
as will be discussed in this paper.

The code allows for connecting simple blocks into a multi-
block assembly. A convenient feature of TASCflow is that the
grids are not required to match at the connect interface. This
makes it easy to connect volute grids at the critical surface, where
one side is of the smallest area and the other side of the largest
one. A self-coded volute grid generator was used to generate the
volute and vaneless diffuser grid. The grid of the volute is of
butterfly section to reduce the grid skewness~Fig. 1!. For the sake
of clarity, the impeller inlet bell mouth is not shown in this figure.
The convention of the compressor is defined in Fig. 2. The com-
mercial impeller grid generator, TASCgen, is employed to gener-
ate the impeller grid. In this study, the simulations were run on
both fine meshes and coarse meshes to remove the dependence of
the solution on the grid density. One fine grid size is 121327
325581,675 for one passage of the impeller and 231,710 for the
volute. One coarse grid size is 87316313518,096 points for one
passage of the impeller and 145,535 for the volute. For all the
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runs, same wall function was used, and they1 of the first grid
point on the wall is in the range of logarithmic sub-layer of the
boundary layer. The comparison shows that the differences of the
computed compressor efficiencies and pressure ratios are negli-
gible, less than 0.5%. The flow structure in the volute remains
conceptually the same.

In this assembly, as shown in Fig. 1, there are two distinct
components: impeller that is rotating, and volute and vaneless
diffuser that are stationary. A mixing grid interface between these
two components is defined as ‘‘stage interface’’ using TASCflow
grid attachment facility. It tangentially averages the exit fluxes of
impeller for the inflow of the diffuser; thus, it is not necessary to
simulate all the passages of the impeller. In this study only one

passage is modeled. The validation of this model can be found in
Galpin et al.,@11#. Periodic boundary condition is assigned to the
blade grid tangential surfaces. The flows in all the components are
solved simultaneously.

The inflow boundary condition was assigned at station 0-0 up-
stream of the impeller as total temperature, total pressure, and
flow angles. Mass flow rate was imposed on the exit of the cone
8-8 as the outflow boundary condition. The CFD study ran at the
design and two off-design conditions: 75% and 125% of the de-
sign mass flow. Because CFX-TASCflow does not require a uni-
form exit, the cone was not artificially extended, and no separation
was found in the cone for all the mass flow rates.

There are mainly three disadvantages of this CFD model. The
first one is that the circumferential distortion is smoothed out at
the stage interface; it can affect the volute flow structure. This
paper therefore focuses on the dependence of the volute flow
structure on the axial distortion at vaneless diffuser inlet. The
second one is the use of wall function. Even though this practice
is economical for daily design process, the fine turbulent boundary
layer structures will not be analyzed. The last disadvantage is that
all the conclusions from the CFD analysis would be more convin-
cible if more experimental data were available.

Results
The compressor was designed for pipeline applications. The tip

machine Mach number is 0.65 at design point. The diffuser ratio
D5 /D2 is 1.9 andb/r 2 is 0.125. The volute area, including the 90

Fig. 3 Volute sectional area and radius

Fig. 4 Compressor performance

Fig. 1 Compressor grid

Fig. 2 Compressor convention
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Fig. 5 Vaneless diffuser performance Fig. 6 Volute performance

Fig. 7 Diffuser flows flow angle variation in axial direction radial velocity variation in axial direction tangential velocity
variation in axial direction total pressure variation in axial direction
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deg bend, increases linearly with area ratio of AR5A7 /A5
50.668 while the centroid radius initially increases then decreases
consistently as shown in Fig. 3. The performance test was con-
ducted at Solar Turbines air test facility. The performances were
measured from flange to flange following the ASME PTC10
guidelines. No flow details were measured between flanges. The
working fluid was air at ambient conditions.

Compressor Performance. The experiment was run at sev-
eral rotation speeds, while the CFD study was conducted only at
10,530 rpm. The experimental curve presented in Fig. 4 was ob-
tained from the data at 10,901 rpm. The difference between the
rotation speeds comes from the fact that the CFD study was
blinded from the experimental one. The CFD data was obtained
by mass-weighted averaging over the grid surface of stations.

It can be seen that the three points from CFD are in good
agreement with experiment data. The CFD points are above the
experimental curve due to the fact that the CFD model did not
incorporate the leakage flow in the labyrinth between the shroud
outer wall and the case. The performance of the impeller is also
presented in Fig. 4. It can be seen that the performance of the
impeller can be rather different from that of the compressor, even
in the tendency. The difference between the curves of the impeller
discharge and cone discharge shows the effect of the stationary
components on the compressor performance.

The performance of each stationary component is presented in
Table 1 in terms of total-to-total efficiency. It can be seen that the
impeller efficiency drops more at lower mass flow than at higher
mass flow. The losses in the stationary components~vaneless dif-
fuser and volute,h821–h221! make the compressor efficiency
drop by from 7.25%–10.40%. The losses in the vaneless diffuser
~h521–h221! decreases consistently as the mass flow increases.
The efficiency drop in the volute~h821–h521! accounts for less

than 2/5 for lower and design mass flow, but more than 3/5 for
higher mass flow of the total losses in the stationary components.

The vaneless diffuser performance was compared in Fig. 5 with
the well-known equations introduced by Stanitz@12#. The equa-
tions was integrated from station 2 to station 5. The friction losses
on the wall were considered in the equations, but the blockage due
to the boundary layers on the walls was excluded. The skin fric-
tion coefficient cf is calculated by the equation suggested by
Japikse@13#,

cf5kS 1.83105

Re D 0.2

(1)

Here, the Reynolds number is based on the inlet diameter and
velocity,

Re5
r2V2D2

m
(2)

The constantk was given a value of 0.01 also suggested by
Japikse@13#. It can be seen that the total pressure losses are in
good agreement with each other, indicating that friction is the

Fig. 8 Surface vectors of swirling flows

Table 1 Efficiencies of each component

flow rate/design flow 0.75 1.00 1.25

h2212h ref 21.23% 0.00% 20.16%
h5212h ref 27.89% 24.37% 23.90%
h5212h221 26.66% 24.37% 23.74%
h8212h221 210.40% 27.25% 29.58%
h8212h521 23.74% 22.28% 25.85%
(h8212h521)/(h8212h221) 35.98% 39.74% 61.02%
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main source of vaneless diffuser loss when there is no flow sepa-
ration. The higher loss for the lower mass flow results from the
longer particle path. The Stanitz equations predicted higher pres-
sure recovery due to the neglect of the aerodynamic blockage of
the boundary layers on the walls

The volute performance is further investigated by comparing
the pressure recovery and total pressure loss with the model of
Young and Japikse@13#, which is supported by experimental
study. At the design point, both the total pressure loss and pres-
sure recovery are in good agreement with each other. The Young
and Japikse model gives lower total pressure loss and lower pres-
sure recovery at the lower mass flow and higher acceleration and
higher loss at higher mass flow. The fundamental assumption
made in Young and Japikse model is that the meridional velocity
coming into the volute is totally lost, and there is an additional
loss, modeled as a sudden expansion mixing process, when the
flow is decelerated in the volute passage. To tell whether the inlet
meridional velocity is totally lost, it is necessary to distinguish the
loss caused by the through flow and the loss caused by the swirl-
ing flow due to the inlet meridional velocity. The through flow
causes friction losses in the volute passage that are approximated
by White’s formula cited by Schilichting@14# as shown in Fig. 6.
The volute passage is modeled as a curved pipe with the section
area equal to the critical area of the volute and length equal to the
volute centroid passage. The pressure loss in the equivalent
curved pipe is calculated as~see Appendix A!

v7255pL
R5

r 7

1

~AR!2

1

l211
(3)

The comparison suggests that for the design and higher mass
flow rates, the friction loss due to the through flow accounts for

more than half of the volute losses. It implies that the assumption
in Young and Japikse’s model is too pessimistic; at least half of
the inflow meridional kinetic energy is preserved. For the lower
mass flow, the friction loss only takes a small part of the total loss;
it indicates that there should be some other loss mechanisms. The
obvious one is the diffusion loss, which is not considered in the
friction model. Unfortunately, there are few available publications
dealing with diffusers with area ration less than 1.25~Japikse and
Baines@15#!. For the small mass flow, the equivalent diffuser ratio
lAR is 1.228. The flow structure in the volute will be investigated
attempting to find out some loss mechanisms.

Flow at Diffuser Inlet and Exit. The comparison of the
flows at the diffuser inlet and exit on sectionu5180 deg is pre-
sented in Fig. 7, which shows the flow variation in the axial di-
rection. Senoo et al.@16# carried out a detailed measurement and
calculation of the flow in the vaneless diffuser. The diffuser in-
vestigated by Senoo~Fig. 10 and Fig. 11 of the reference! has
similar b/r 2 as used in the current study. The inlet swirling angles
~Fig. 7a! of the current study also fall into the range as studied by
Senoo. Senoo showed that the flow begins as a mixture of core
and boundary layer flows; eventually, the boundary layers develop
symmetrically on both walls and merge together.

At the design mass flow, the inlet radial velocity~Fig. 7b! is
relatively uniform compared with the off-design conditions, and
the exit radial velocity distribution indicates that the boundary
layers symmetrically developed on both walls, which is in agree-
ment with Senoo’s observation. However, at off-design condi-
tions, the distortion of the radial velocity is exaggerated from the
inlet to the exit, indicating that there is an axial mass migration;
mass migrates from the hub wall to the shroud wall at the lower
mass flow, and from the shroud wall to the hub wall at the higher

Fig. 9 Contours of static pressure

Journal of Fluids Engineering SEPTEMBER 2001, Vol. 123 Õ 479

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mass flow. At lower mass flow, the exit radial velocity distribution
shows that the thicker boundary layer on the hub wall has merged
with the thinner boundary layer on the shroud wall. At the higher
mass flow, the radial velocity distribution also shows that the
boundary layers have merged with a thicker boundary layer on the
shroud wall. It therefore can be inferred that the asymmetrical
distortion at the inlet accelerates the development and merge of
the boundary layers.

For all the mass flow rates, the inlet tangential velocity~Fig. 7c!
shows an identical distribution with higher velocity on the shroud
side. At the exit the velocity distribution tendency remains, but the
shroud side shows more velocity reduction for both design and
higher mass flow rates. The total pressure distribution~Fig. 7d!
confirms that higher total pressure losses occur on the shroud side
at these two flow rates. This is due to the fact that the inflow is
more tangential at these two mass flow rates, resulting in longer
flow path inside the vaneless diffuser. This mechanism also ap-
plies to the flow at the lower mass rate where the inflow is more
tangential over the vaneless diffuser width.

Flow in Volute. The different inflow patterns result in differ-
ent flow structures in the volute, even though the variation of the
inlet patterns is influenced by the volute itself. The flow field from
the CFD analysis is presented in terms of surface vectors~Fig. 8!,
static pressure contours~Fig. 9!, and total pressure contours~Fig.
10! on selected sections. The flows in the vaneless diffuser are
also shown together.

Figure 8 shows that at all mass flows the flows from the diffuser
are turned from radial direction to horizontal in the 90 degree
bend. The swirling flow exists over all the sections. It indicates
that the inlet meridional velocity component is not totally lost; it
creates the swirling flow in the volute. At the design point from
sectionu590 deg tou5360 deg the flow shows a typical forced

vortex flow pattern of clockwise rotation in the core. A narrow
shell of free vortex flow also can be seen on the wall on section
u590 deg andu5180 deg. A mechanism will be proposed later to
explain the pattern differences of the swirling flow. Of interest is
that the center of the forced vortex does not move in one consis-
tent radial direction as the flow travels fromu590 deg tou5360
deg, which results from the irregular variation of the centroid
radius of the volute~Fig. 3!. The flow pattern at the lower mass
flow rate is similar to that at the design mass flow, but no free
vortex region can be spotted on the wall. The higher mass flow
pattern differs from the others in the twin opposite rotating vorti-
ces on the first two sections. The clockwise rotating vortex ini-
tially occupies a small region; then as it goes downstream, its size
grows. The counter-clockwise rotating vortex initially takes al-
most half the area at sectionu590 deg, then it gradually disap-
pears, and a free vortex zone appears on the periphery of the
forced vortex. The production and diffusion of the counter clock-
wise vortex are believed to be additional sources that causes the
volute loss to increase at higher mass flow.

The common feature of the static pressure distribution~Fig. 9!
at all the mass flow rates is that the contour curves align in axial
direction and become more radial at section ofu5360 deg. The
curvature of the volute channel produces a radial pressure gradi-
ent, which makes the contour horizontal. The swirling flow cre-
ates a pressure gradient centered at the vortex core. As the flow
approaches the exit, volute channel curvature becomes smaller;
the pressure gradient by this curvature is therefore weakened. The
pressure gradient from the sectional swirling exhibits more power
in shaping the contours, resulting in the change of the contour
orientation. As the mass flow increases, the change of the contour
orientation is reduced. It means that the pressure gradient from the

Fig. 10 Contours of total pressure
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volute passage curvature is still strong enough to shape the pres-
sure contours due to the increased through flow velocity.

The total pressure contours~Fig. 10! shows that the low total
pressure zone occurs in the sections of small azimuth angles
~u590 deg!, indicating that the total pressure loss mostly happens
in the small area sections immediately downstream of the tongue.
For the higher mass flow, two low total pressure zones can be
found at sectionu590 deg, corresponding to the twin vortices.
The high loss region remains at sectionu5180 deg andu5270
deg. It means the fluids coming from the twin vortex have lost
their swirling energy and accumulated in the center of swirling
flow vortex. The reason for the increase of loss at lower mass flow
will be investigated.

Swirling flow models. The different swirling flow patterns
~single versus twin vortices, free vortex versus forced vortex! are
now being further investigated using streamlines. Figure 11 shows
the streamlines starting from sectionu5250 deg andu5335 deg
~section D! at the three mass flow rates. Because the streamlines
from section u5335 deg will go through the critical surface
~tongue section!, they will be investigated in detail. Thereafter,
streamlines refer to these from sectionu5335 deg, unless indi-
cated otherwise.

At design mass flow, the streamline pattern~Fig. 11a! can be
summarized as:

• Streamlines on the hub side~blue! go into the volute first and
fill the center region of section A while rotating at high frequency.
They compose the forced vortex.

• Streamlines on the shroud side~red! go into the volute later,
and rotate at larger radii and at lower rotate frequencies. They
compose the free vortex.

• After they travel 360 deg, the streamlines from the hub side
go closer to the forced vortex center; these from the shroud side
have been entrained into the forced vortex. The streamlines from
u5250 deg~yellow! rotate around these fromu5335 deg.

• By comparing the relative positions of streamlines from
shroud side on section B and C, it can be seen that some of the
streamlines rotate counter-clockwise~from section B to C, they
are supposed to go farther away from the shroud wall in the axial
direction if they rotate clockwise!.

• The streamlines at lower flow~Fig. 11b! are described as:
• Since the inflow is axially distorted, the streamlines are

twisted in the vaneless diffuser, resulting in the streamlines on the
shroud side going into volute first. But all the streamlines~from
both hub and shroud sides! rotate at an identical frequency, indi-
cating that the flow is of solid body motion~forced vortex!. The
only difference between the streamlines is the phase lag.

• The fluids on the shroud side have higher total pressure, or
radial velocity, which prevents their streamlines from counter-
clockwise rotation~this will be explained!.

• The streamlines fromu5250 deg separate into two groups.
The shroud side group rotates around the streamlines already in
the volute and exits from the volute. The hub side group is of
lower total pressure~Fig. 7b! therefore cannot reach the volute
under the radial pressure gradient before it arrives at the tongue
section. It simply degenerates into recirculation mass, and moves
in the center of the forced vortex.

The streamlines at higher mass flow~Fig. 11c! show a rather
different pattern~for clarity, the streamlines fromu5250 deg are
not plotted!, and are described as:

• Streamlines on the hub side go directly into the cone diffuser,
resulting in a reduction in mass flow inside the volute. Streamlines
on the shroud side go into the volute, rotating in counter-
clockwise direction.

• Streamlines from the mid passage follow different paths: the
streamline close to the hub exits to the cone; the one close to the
shroud side goes into volute; the one at mid goes into volute first,
then turns back, goes over the tongue, and exits from the volute.

• After 360 deg, the streamlines going inside the volute are
found at larger radius with respect to the forced vortex center. The
fluids on these streamlines compose the free vortex flow.

The essence of the observed flow patterns at different mass flow
rates is the same as Van den Braembussche’s model: new coming
fluids rotate around the old ones. However, the new models take
into account the axial distortion of vaneless diffuser inflow. At
design and higher mass flows, the hub side streamlines from sec-
tion u5335 deg start the opposite rotation downstream of the

Fig. 11 Streamlines „images are presented in color … design
mass flow 75% mass flow 125% mass flow
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tongue, then develop into free vortex flow, and at last are en-
trained into the forced vortex. Because of the opposite rotation,
the counter-clockwise rotating streamline suffers more energy
losses. This explains why the loss is increased at higher mass
flow. Recirculations are found at the lower mass flow: the flow in
the volute does not exit, instead, it turns into the volute again.
This explains why the loss is increased at lower mass flow.

Figure 12 explains the generation of the opposite rotation vor-
tex using force analysis on the section A downstream of the
tongue. The fluid particle is balanced under the act of centrifugal
forces and pressure gradient forces

FW p1FW p81FW t1FW s50 (4)

Here,FW t ,FW s are the centrifugal forces due to the through flow and
the swirling flow.FW p ,FW p8are the force due to the pressure gradients
caused by the through flow and swirling flow, respectively. Be-
cause of the pressure gradient from the through flow, which is
guided by the volute channel, a particle moves from A to B to C
will be decelerated, and from C to D to A will be accelerated. If
the particle does not possess enough through flow velocity or if its
path is of high radius of curvature than that of the volute passage,
its centrifugal force is reduced; thus, it can be retarded or turned
back when moving along the path A-B-C. Therefore, for the fluid
particles, the left side of the volute is an unstable region, the upper
left region being the most unstable one.

At lower mass flow, the particle from the shroud side possesses
higher radial velocity~Fig. 7d!; it is therefore strong enough to go
through the adverse pressure gradient region. This is why no op-
posite rotation happens at this flow rate. On the contrary, at design
and higher mass flows, the particle from the shroud side possesses
lower radial velocity~Fig. 7d!. Under the adverse pressure gradi-
ent, the heavily retarded particle will be pulled tangentially by the
inner particle of forced vortex flow, resulting in the free vortex
flow on the wall. The particles that are turned back by the adverse
radial pressure gradient compose the opposite rotation flow. This
is the generation of the twin vortex structure.

Conclusions
A numerical investigation of the flow structure inside the sta-

tionary components of a centrifugal compressor is performed in
this paper. The following conclusions have been reached:

• The losses in the vaneless diffuser and volute make the com-
pressor efficiency drop by 7.25% at design mass flow and by up to

10.40% at lower mass low. At lower and design mass flows the
losses in the vaneless diffuser account for more than 3/5, while at
higher mass flow, the volute losses take more than 3/5 of the total
loss in the stationary components.

• The inlet distortion of the vaneless diffuser accelerates the
development and merge of the boundary layers on the diffuser
walls.

• In the volute, the flow basically follows Van den Braem-
bussche’s model. A new model is proposed to take into account
the axial distortion at the vaneless diffuser inlet. At lower mass
flow, the lower total pressure fluids from the hub side upstream of
the tongue cannot exit the volute. Instead, they move into the
force vortex center, resulting in recirculation. At higher mass
flow, a twin vortex structure is found downstream of the tongue.
The recirculation and the twin vortex structure are attributed to the
increase of total pressure losses at off-design conditions.
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Nomenclature

A 5 area
AR 5 area ratio, AR5A7 /A5

b 5 passage width
Cp 5 specific heat at constant pressure
cf 5 skin friction coefficient
cp 5 pressure recovery,cp,i 2 j5pi2pj /p0 j2pj
D 5 diameter
F 5 force
k 5 specific heat ratio, constant
p 5 pressure
Q 5 volume flow rate
R 5 radius from the machine axis

Re 5 Reynolds number
r 5 radius from the volute section center
r̄ 5 centroid radius of the volute section,r̄ 5*RdA/*dA
T 5 temperature
U 5 blade speed
ut 5 wall-friction velocity
V 5 velocity

Y1 5 nondimensional distance to the wall,y15yut /n
Z 5 axial direction
a 5 flow angle from radial
F 5 flow coefficient,F5 Q0 /

p
4 3Dtip

2 3Utip

L,L0 5 resistance coefficient
l 5 swirling factor
h 5 efficiency,h isen,t2t,i 2 j5(p0i /p0 j )

k21/k21/T0i /T0 j21
n 5 kinematic viscosity
u 5 angle of volute section
v 5 total pressure loss coefficient,v i 2 j5p0 j2p0i /p0 j2pj
C 5 isentropic head coefficient,

C52CpT00((p08/p00)
(k21))/k21)/Utip

2

Subscripts

i,j 5 index of station
isen 5 isentropic

p 5 pressure
r 5 radial

ref 5 reference condition
t-t 5 total-to-total
tip 5 tip of the impeller
0 5 stagnation, inlet flange
1 5 inlet of impeller
2 5 exit of impeller
3 5 inlet of diffuser
4 5 grid interface between impeller and diffuser
5 5 diffuser exit

Fig. 12 Force analysis

482 Õ Vol. 123, SEPTEMBER 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



7 5 critical surface,u50
8 5 exit flange of the compressor

Appendix A: Derive of Friction Loss in Curved Pipe
Schlichting~@14# p. 627! cited White’s work, giving the resis-

tance coefficient for turbulent flow in a curved pipe

L

L0
5110.075Re1/4S r 7

R5
D 1/2

L0 is calculated from Prandtl’s universal law of friction for
smooth pipes~p. 611!

1

AL0

52.0 log~ReL0!20.8

Here Re is the Reynolds number, defined as Re5 rV7d7 /m.
The friction loss is calculated fromDp5L L/d71/2rV7

2. L is ap-
proximated as the periphery of the vaneless diffuser exit,L
52pR5 , for the volute of constant centroid radius, which is equal
to the radius of the vaneless diffuser exit,R5 . The pressure loss

coefficient is defined asv7255Dp/ 1
2rV5

2 . The volute inlet veloc-
ity is related with the swirling factorl5tan(a5) by V5

5V5rAl211 . From mass continuity,V5rA55V7A7, the velocity
ratio is related with the area ratio byV7 /V5r 5 A5 /A7 5 1/AR.

Eventually, the pressure loss coefficient due to friction is cal-
culated as

v7255pL
R5

r 7

1

~AR!2

1

l211
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Numerical Investigation of
Swirling Flow in Annular Diffusers
With a Rotating Hub Installed at
the Exit of Hydraulic Machines
A single sweep method for the solution of Navier-Stokes equations is used for numerical
investigation of flow in annular diffusers formed by a cylindrical casing and a converging
conical hub, with the presence of inlet swirl and/or hub rotation. It is shown that counter-
swirlwise hub rotation prevents reverse flow from appearing. The paper discusses the
efficiency characteristics of diffusers installed at the exit of hydraulic machines. It is
shown that the energy losses in a diffuser and in a channel behind the diffuser become
minimal in the presence of small inlet swirl in the opposite direction to hub rotation.
@DOI: 10.1115/1.1385384#

Introduction
Annular diffusers, including those with a rotating hub, are

widely used in engineering, in particular, as outlet devices of
pumps and turbines. In this case, the swirl intensity at the diffuser
inlet, as a rule, is close to minimal value at the nominal capacity
and increases as the capacity increases or decreases. When the
diffuser hub rotates together with the rotor and the capacity is
above nominal, the main flow is swirled in the opposite direction
to hub rotation. The diffuser is designed so that the flow within it
has minimal energy loss and is therefore nonseparating within the
operating range of a hydraulic machine. As the systematic experi-
mental data on the coefficient of energy losses for a wide range of
geometrical parameters and swirl intensities are absent, it makes
sense to investigate this flow numerically. For this purpose we
applied an appropriate calculation technique and conducted a
comparison of results obtained from experimental data in which
the physical effects inherent to these flows are clearly expressed.
The satisfactory correspondence of results as well as the analysis
of influence of separate terms in the momentum equations upon
the velocity distribution makes it possible to predict the flow pat-
tern under the simultaneous display of these effects.

To date, rather few papers are devoted to explorations of swirl-
ing flows in annular diffusers. Howard et al.@1# performed experi-
mental research of flow in diffusers with a cylindrical hub and
showed the dependence of the pressure recovery coefficient on
internal angle, area ratio and swirl intensity. Small area ratios and
a strong decrease of hub radius downstream are often inherent to
diffusers used as outlet devices of hydraulic machines. The flows
in such diffusers were investigated by Kanemoto et al.@2# and
Ji-jun et al.@3#. Lohmann et al.@4# found out the effectiveness of
diffusers with different area ratios and different angles of inner
and outer wall. Agrawal et al.@5# and Singh et al.@6# explored the
swirling flow in channels with diverging inner and outer walls,
including a case of rotating the inner wall in the direction of swirl.

The universal scheme for calculating the strongly swirling
flows is TEACH@7#. The finite difference methods for solving the
Navier–Stokes equations with reference to swirling flows in dif-
fusers are elaborated by Armfield. An assumption of the multi-
sweep scheme@8# is the dependence of velocity in each point of
flow only on upstream conditions. According to this scheme, the

velocity components are calculated as a result of iterated sweeps
from inlet to outlet section, while the elliptic equation is solved
only to calculate pressure corrections. By discarding the highest
order terms in the Navier–Stokes equations, the system of these
equations becomes parabolic. That provides the possibility to cal-
culate the flow by a single sweep in the flow direction@9#. One
more widely used approach is to divide the region of flow into the
inviscid core and the boundary layer@3#, but the calculation tech-
nique in this case becomes too complex. When the flow is as-
sumed to be inviscid in the whole region@10#, it allows the deter-
mination of the separation point but doesn’t allow for the
influence of a rotating hub and doesn’t allow the calculation of
energy losses.

In this research, we give preference to a single sweep method
due to its simplicity and its ability to take into account the hub
rotation and related physical effects. More exact results may be
obtained by applying the complete Reynolds equations@11#. How-
ever, in this paper, we ignore lesser factors affecting the flow, in
order to clarify the main physical effects that determine the flow
pattern. For the same reason we use the algebraic eddy viscosity
model, though for swirling flows it yields less exact results than
more complex models@12#.

Mathematical Model
The results presented below are obtained using the single-

sweep scheme similar to one described in@9#. The main difference
is found in the equations in the curvilinear coordinate system, in
order to calculate axisymmetrical flows in annular diffusers with
arbitrary wall shape. After discarding the highest order terms the
Reynolds equations and the continuity equation are as follows:
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The system of equations is closed by the condition of constant
flow rate:

E
0

Q2

uH2H3dq25const, (5)

whereQ2 is the coordinateq2 at the casing wall.
The turbulent terms are modeled using the Boussinesq

approximation:
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In the given research we use the algebraic eddy viscosity model
suggested in@13# and generalized for the calculation of swirling
flow in @14#. According to this model the algebraic eddy viscosity
in the core region is calculated by the Clauser formula, and in the
near casing wall region the following formulas are used:
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where l x , l f are the mixing lengths in the longitudinal and cir-
cumferential direction,s5nx /nf . The formulas, for the near hub
wall region are similar.

Calculation Technique
The domain is swept in theq1 direction. At each step in this

direction thew momentum Eq.~3! is calculated to obtain the
circumferential velocity and Eq.~2! is calculated to obtain the
radial pressure correction as it is done in@9#. However, the way of
calculating the axial pressure gradient used in that paper is only
acceptable for the calculation of nonseparating flows. Further
steps of the algorithm are fulfilled according to@15#, where a
technique for calculating nonswirling separating flows is
suggested.

In the regions of separation the termu]u/(H1]q1) is expressed
according to the Flu¨gge–Lotz approximation:
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whereC is zero or a small positive constant.
Besides, the convective terms are discretized using the Newton

linearization with the coupled solution of continuity$Eq. ~4!% and
u-momentum$Eq. ~1!%. It is convenient to introduce the stream
function c as follows:

uH2H352
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Then the algebraic formulation of finite difference analogues of
~1! and ~4! is recorded in the following way:

c j 21
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n11!50, (9)

Bjuj 21
n111D juj

n111Ajuj 11
n111Ejc j

n115H jx
n111Cj , (10)

where bj ,Aj ,Bj ,Cj ,D j ,Ej ,H j are known coefficients;n11 is
the number of a current calculation layer; andj is the number of a
node in transverse direction.

The system of Eqs.~9! and~10! has the block tridiagonal matrix
with the blocks of 232 elements. Besides, the unknown param-
eterxn11 connected with the axial pressure gradient lies beyond
the diagonal. The ad hoc algorithm for solving this matrix with
minimal computational expenses is suggested in@15#.

Results

Swirling Flow in Channels With a Nonrotating Hub. For a
comparison of results we use the results of the experimental re-
search of velocity field in diffusers with different internal angles
and different swirl intensity@2#. The scheme of flow is presented
in Fig. 1. The convergent angle of hubs were 2a516, 24, and 36
deg, the Reynolds number was about 100,000. The inlet swirl was
generated by guide vanes, and the swirl intensity was character-
ized by the angle of vanes settingb.

The inlet section is assumed atx/H50, and the exit section at
x/H514. In order to secure the grid independent results here we
use computational grids with 101 nodes in the radial direction.
The steps increase in geometric progression while moving away
from the casing and from the hub. The radial steps at the walls are
about 0.001 of the inlet diameter. The axial step gradually in-
creases from 0.01 of a diameter at the inlet to 0.05 of a diameter
at the exit.

In the nonswirling flow the boundary layer thickness along the
hub wall increases faster than that along the casing wall, and the
flow separates just at the hub wall. Figure 2 shows the velocity
distributions in the nonswirling flow and Figs. 3 and 4 those in the
swirling flow. The radius of flow lines decreases downstream. The
circumferential velocity increases downstream according to Eq.
~3!, and its distribution changes to a free vortex pattern. As the
channel diverges, the pressure along the casing wall increases, but
the pressure difference between the casing and hub walls also
increases according to Eq.~2!. As a result the pressure along the
hub wall decreases downstream. Figure 5 shows calculated iso-
lines of the nondimensional pressure (p2p1)/rU0

2, whereU0 is
the maximal longitudinal velocity at the inlet section, andp1 is the
diffuser inlet pressure at the casing wall.

It may be noted that Eq.~1! has the following differences in
comparison with the nonswirling flow:
- taking into account Eq.~2!, the axial pressure gradient]p/]q1
becomes nonconstant through a section;
- the term (w2]H3)/(H1H3]q1) appears, and its value increases

Fig. 1 Scheme of flow
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along with the increase of circumferential velocity and the in-
crease of angle of flow lines inclination;
- according to Eq.~6!, the algebraic eddy viscositynx starts to
depend on circumferential velocity.

The uneven distribution of the axial pressure gradient deforms
the longitudinal velocity distribution according to Eq.~1!, press-
ing it to the hub. As the swirl decays along the cylindrical section,
the axial pressure gradient reaches its maximal value near the

channel axis, pressing the longitudinal velocity distribution to the
casing. When the swirl intensity is large enough, the reverse flow
appears in the near axis region. Additionally, when the swirl in-
tensity is still larger, the term (w2]H3)/(H1H3]q1) in Eq. ~1!
becomes large enough to cause the flow separation well before the
start of the cylindrical section.

As one can see, this calculation technique allows the calculation
of the flow pattern with sufficient accuracy until the appearance of
reverse flow, though in a region of strong swirl the results are not
very satisfactory. In should be mentioned that the near hub sepa-
ration~Fig. 3! was successfully calculated by applying the Flu¨gge-
Lotz approximation, Eq.~8!.

Nonswirling Flow in Channels With a Rotating Hub. Parr
@16# carried out measurements in the flow along a rotating spinner
inside a wind tunnel. The spinner radius decreased downstream.
The most significant parameter affecting the flow pattern is the
rotation parameteru. This parameter varied from 0–4. The Rey-
nolds number calculated by the inlet spinner radius was about
600,000 and had a weak influence upon the flow pattern.

The most important question in Parr’s experiments was the po-
sition of the separation point. Figure 6 shows the scheme of flow
as well as the experimental and computational results. Separation
takes place at the whole range of rotational speed. According to
calculations, and the experiments of Kanemoto et al.@2#, there is
no separation when a hub does not rotate and when the angle at
the hub vertex is small enough. In Parr’s experiments, with zero
rotational speed the separation evidently took place due to a too
blunt hub vertex. As can be seen in Fig. 6, the point of separation
first moves downstream whileu increases to 1–1.5, and then re-
verses to move upstream again whileu continues to increase
further.

Such complicated behavior of the separation point may be
explained by analyzing the influence of different terms in Eq.~1!
on the distribution of longitudinal velocity. As the flow moves
downstream, the hub forces the nearest shears of fluid to rotate.
The uneven distribution of the axial pressure gradient assists
in pressing the flow toward the hub; however, the term
(w2]H3)/(H1H3]q1) has a predominant influence upon the posi-
tion of the separation point, and it advances the separation. The
movement of the separation point downstream whenu51 is ex-
plained by an increase of the turbulent friction. The eddy viscosity
increases together with the circumferential velocity according to
Eq. ~6!. In order to confirm this, the flow was calculated without
taking into account the terms in Eq.~6! that depend on the cir-
cumferential velocity:

1

Re

nx

n
5

r

R
l x
2U 1

H2

]u

]q2
U. (11)

As Fig. 6 shows, there would be no movement of the separation
point downstream in this case. As the rotation parameter increases
further, the term (w2]H3)/(H1H3]q1) strongly increases, and
that presses the flow from the hub and leads to flow separation. As
one can see, the results obtained using the single - sweep scheme
are in good agreement with the experimental data.

Fig. 2 Axial velocity distribution in the non-swirling flow

Fig. 3 Axial velocity distribution in the swirling flow

Fig. 4 Circumferential velocity distribution in the swirling flow

Fig. 5 Pressure isolines in the swirling flow
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Swirling Flow in Channels With a Rotating Hub. The in-
fluence of hub rotation upon the swirling flow is investigated nu-
merically. The flow in a channel of the same configuration as in
Kanemoto’s experiments@2# is calculated as an example~see Fig.
1!. The angle at the hub vertex is 24 deg. The results of the
calculations are demonstrated in the figures below.

Figure 7 shows the circumferential velocity distributions in a
section near the hub vertex at different hub rotational speeds.
When the hub does not rotate, the velocity field is typical for a
free vortex pattern. A sharp velocity peak is observed near the hub
wall. As one can see, this peak increases together with the rota-
tional speed in the direction of the swirl. An increase in the swirl
intensity accelerates the appearance of the reverse flow in the
cylindrical section behind the hub.

As the hub rotates in the direction opposite of the swirl of the
flow, the velocity peak near the hub is restrained. As the hub
rotation ratio increases, the swirl intensity at the diffuser inlet can
be increased proportionately without causing a separation of the
flow. Figure 8 shows the range of swirl intensity at the diffuser

inlet and the hub rotation parameters that allow flow without sepa-
ration through the entire channel.

When a shaft rotates in the direction of the swirl, the reverse
flow appears at small rotation parameters. When a shaft rotates in
the direction opposite to the swirl, the range of modes of nonsepa-
rating flow appears to be much wider. When the rotational speed
is large enough, the term (w2]H3)/(H1H3]q1) plays a predomi-
nant role, and the flow separates at the beginning of the hub cone,
even if the shaft rotates in the direction opposite to the swirl.

Determining the Swirl Intensity at the Diffuser Inlet
In order for a hydraulic machine to have the highest efficiency,

its wetted parts should be designed in such a way that the swirl
intensity created by guidevanes and an impeller at the diffuser
inlet in the operating range leads to the lowest energy losses in the
diffuser. The coefficient of energy losses in the diffuser is calcu-
lated as follows:

j5

E
S1

~p10.5rV2!udS2E
S2

~p10.5rV2!udS

E
S1

0.5rV2udS

, (12)

whereV is the absolute velocity,S1 is the inlet section area, and
S2 is the outlet section area.

When a diffuser is installed at the exit of a hydraulic machine,
the kinetic energy associated with the swirl at the exit section will
be irretrievably lost due to friction in a pipe or a reservoir down-
stream. In order to estimate this kinetic energy we introduce the
coefficient of residual swirljSW, that characterizes the hydraulic
losses downstream of the diffuser due to swirl decay:
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Thus, as a criterion of diffuser effectiveness we can consider the
total coefficient of energy lossesjSUM :

jSUM5j1jSW. (14)

This coefficient characterizes the energy losses inevitable in trans-
forming the flow from the diffuser inlet to the state necessary for
a customer.

Attention should also be paid to the energy transferred between
the rotating hub and the fluid flow. When the flow swirls in the
same direction as the hub rotates, and the hub rotation speed ex-
ceeds the speed of flow swirl, then the hub imparts to the flow the
additional energy. The source of that energy is the external drive.
In the opposite case the hub takes the energy from the flow. When

Fig. 6 Dependence of separation point position on the rota-
tion parameter of the spinner

Fig. 7 Influence of the hub rotation upon the circumferential
velocity distribution

Fig. 8 Range of modes of non-separating flow
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the fluid flow and the hub rotate in opposite directions, the energy
of the flow as well as the mechanical energy of the hub is dissi-
pated. The energy absorbed or lost by the flow due to the hub
rotation, strictly speaking, can be also taken into account in Eq.
~14!, but it goes beyond the present research.

The following results concern a channel of the same configura-
tion as that in Kanemoto’s experiments@2# ~see Fig. 1!, but at a
different hub rotation parameteru. As a rule the parameteru is
predetermined by the design of a hydraulic machine. However,
here we consider the dependence of coefficientsj andjSW on the
parameteru under different swirl rates. When the flow at the inlet
section does not swirl or swirls in the direction of hub rotation,
both the coefficientsj andjSW increase together with the param-
eteru, since the hub imparts to the flow additional swirl. When the
hub rotates counter-swirlwise and the parameteru increases, the
swirl weakens, and therefore the coefficientjSW decreases. The
coefficientj increases due to an increase in the difference in ve-
locity between the neighboring fluid shears that rotate in opposite
directions. Figure 9 shows the typical dependence of the coeffi-
cientsj andjSW on the parameteru.

In the nonswirling flow with a nonrotating hub, the maximal
angle at the hub vertex allowing the flow without separation is
2a524 deg. One should note that the small irregular swirl and
the increased level of turbulence exist behind the impeller of a
hydraulic machine even at the optimal flow rate. The small irregu-
lar swirl @17# and the increased level of turbulence@18# restrain
the separation, and allow the internal angle of the diffuser to in-
crease a bit. In the swirling flow the separation does not occur
even at 2a536 deg. The calculated results are shown only for
that range of the angle 2a for which the experimental data are
available@2#. The dependencej~2a! shown in Fig. 10 for the case
u51 does not vary significantly in the range20.5,u,2. The

coefficient jSW at u51 increases slightly as the angle 2a in-
creases, due to reducing the length of the hub that rotates and thus
suppresses the swirl of the main flow.

Figure 11 shows the dependence of the coefficient of energy
losses in the diffuser and the channel behind the diffuser on the
swirl intensity when the rotation parameteru51. The calculation
technique used here is useful to calculate only non-separating or
weakly separating flows, so the results are presented mostly for a
case when the hub rotates opposite to flow swirl. The coefficientj
reaches a minimum at aboutb528 deg. According to Fig. 8 this
swirl rate corresponds to the appearance of reverse flow in the
channel. The coefficientjSW has a minimum atb50 deg. Both
coefficientsj andjSW increase together with the swirl intensityb
in the direction opposite to hub rotation. The coefficientjSW in-
creases much more rapidly because only a small part of the swirl
decays inside the diffuser, and the greater part of the swirl decays
in a channel behind the diffuser. Thus the total coefficient of
energy lossesjSUM reaches a minimum when the hub rotates
counter-swirlwise and the swirl intensityb is close to zero. As the
parameteru increases, according to Fig. 8, the coefficientj
reaches a minimum at larger swirl intensitiesb. Thus the optimal
swirl intensity at the diffuser inlet will evidently increase
somewhat.

Conclusions

1 A single-sweep technique of calculating the flow in a channel
is realized in curvilinear orthogonal coordinates. It is shown that
this technique allows the calculation of, with satisfactory accu-
racy, the nonseparating and weakly separating axisymmetrical
swirling flows in annular channels with a rotating hub, where the
radius of flow lines decreases downstream.

2 The hub rotation in the direction of flow swirl increases the
intensity of flow swirl and advances the reverse flow. The hub
rotation in the opposite direction, on the contrary, decreases the
intensity of flow swirl and prevents the flow from reversing.

3 When the hub rotational speed is large enough, the flow
separates soon after the beginning of hub converging.

Fig. 9 Influence of hub rotation parameter upon the integral
parameters of flow

Fig. 10 Influence of angle at the hub vertex upon the integral
parameters of flow

Fig. 11 Influence of swirl intensity upon the integral param-
eters of flow
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4 The energy losses in the diffuser and in the channel behind
the diffuser reach minimal value when the flow at the diffuser
inlet is weakly swirling in the direction opposite to hub rotation.
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Nomenclature

u, v, w 5 longitudinal, transverse and circumferential ve-
locity components

p 5 pl(q1)1pr(q1 ,q2 ,q3)-static pressure
r 5 fluid density

q1 , q2 , q3 5 longitudinal, transverse and circumferential co-
ordinates

H1 , H2 , H3 5 Lamécoefficients
nx , nf 5 eddy viscosity coefficients in longitudinal and

circumferential direction
a 5 half-angle at the vertex of conical hub
b 5 angle of blade setting at the channel inlet, the

measure of swirl intensity at the inlet section
x 5 axial coordinate
r 5 radial coordinate
R 5 radius of the casing wall

Rhub 5 hub radius
H 5 channel height at the inlet section
u 5 rotation parameter~ratio of circumferential ve-

locity at the hub surface to the average longitu-
dinal velocity at the inlet section!

j 5 coefficient of energy losses in the diffuser
jSW 5 coefficient of energy losses in a channel behind

the diffuser
jSUM 5 total coefficient of energy losses

References
@1# Howard, J. H. G. et al., 1967, ASME Paper, 67-WA/FE-21.
@2# Kanemoto, T., Toyokura, T., and Kurokawa, J., 1982, ‘‘Flow in Annular Dif-

fuser,’’ 1st Report, Internal Flow and Performance, Bull. JSME,25, No. 204,
June, pp. 912–918.

@3# Ji-jun, Y., Zhao-gang, Y., and Ming-de, W., 1992, ‘‘On the Throughflow with
Swirling Flow in Annular Diffuser,’’ Appl. Math. Mech.,13, No. 3, Shanghai,
China, pp. 241–254.

@4# Lohmann, R. P., Markowski, S. J., and Brookman, E. T., 1979, ‘‘Swirling
Flow Through Annular Diffusers With Conical Walls,’’ ASME J. Fluids Eng.,
101, No. 2, pp. 224–229.

@5# Agrawal, D. P., Singh, S. N., Sapre, R. N., and Malhotra, R. C., 1989, ‘‘Effect
of hub rotation on the mean flow of wide angle annular diffusers,’’ HYDRO-
TURBO 89, Vol. 1, pp. 231–240, Ostrava.

@6# Singh, S. N., Agrawal, D. P., Sapre, R. N., and Malhotra, R. C., 1994, ‘‘Effect
of inlet swirl on the performance of wide-angled annular diffusers,’’ Indian
Journal of Engineering and Materials Sciences,1, pp. 63–69.

@7# Gosman, A. D., and Pun, W. M., 1974, ‘‘Calculation of Recirculation Flows,’’
Report HTS/74/2, Department of Mechanical Engineering, Imperial College.

@8# Armfield, S. W., 1987, ‘‘Numerical Simulation of Incompressible Turbulent
Swirling Flow in Conical Diffusers,’’ Ph.D. thesis, University of Sydney, Aus-
tralia.

@9# Armfield, S. W., and Fletcher, C. A. J., 1986, ‘‘Numerical simulation of swirl-
ing flow in diffusers,’’ Int. J. Numer. Methods Fluids,6, pp. 541–556.

@10# Clausen, P. D., 1987, ‘‘Measurements and predictions of swirling flow behind
wind turbine blades and through an axisymmetric diffuser,’’ Ph.D. thesis, Uni-
versity of Newcastle, Australia.

@11# Armfield, S. W., and Fletcher, C. A. J., 1986, ‘‘A Comparison of Single and
Multi-Sweep Techniques for Reduced Navier-Stokes Equations,’’ Comp.
Tech. and Appl. CTAC 85, pp. 431–442, Amsterdam, North Holland.

@12# Armfield, S. W., and Fletcher, C. A. J., 1986, ‘‘Simulation of Internal Swirling
Flow Using Mixing Length and k2« Turbulence Models,’’ Proc. Int. Symp.
Comp. Fluid Dyn. in Tokyo, pp. 740–751, Amsterdam, North Holland.

@13# Cebeci, T., and Smith, A. O. M., 1974,Analysis of Turbulent Boundary Lay-
ers, Academic Press, New York.

@14# Armfield, S. W., and Fletcher, C. A. J., 1985, ‘‘Application of the Dorodnitsyn
finite element method to swirling boundary layer flow,’’ Int. J. Numer. Meth-
ods Fluids,5, pp. 443–462.

@15# Kwon, O. K., Pletcher, R. H., and Lewis, J. P., 1984, ‘‘Prediction of Sudden
Expansion Flows Using the Boundary-Layer Equations,’’ ASME J. Basic
Eng.,106, pp. 285–291.

@16# Parr, O., 1963, ‘‘Untersuchungen der dreidimensionalen Grenzschicht an ro-
tierenden Drehkorpern bei axialer Anstromung,’’ Ing. Arch.,32, pp. 393–413.

@17# Shimizu, Y., Nagafusa, M., and Kuzuhara, S., 1982, ‘‘Effects of Approaching
Flow Types on the Performances of Straight Conical Diffusers,’’ Bull. JSME,
25, No. 208, pp. 1506–1512.

@18# Hoffman, J. A., 1981, ‘‘Effects of Free-Stream Turbulence on Diffuser Perfor-
mance,’’ ASME J. Fluids Eng.,103, No. 3, pp. 385–390.

Journal of Fluids Engineering SEPTEMBER 2001, Vol. 123 Õ 489

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Manish Sinha

Ali Pinarbasi

Joseph Katz

Department of Mechanical Engineering,
The Johns Hopkins University,

Baltimore, MD 21218

The Flow Structure During Onset
and Developed States of Rotating
Stall Within a Vaned Diffuser of a
Centrifugal Pump
Particle Image Velocimetry (PIV) and pressure fluctuation measurements are used for
investigating the onset and development of rotating stall within a centrifugal pump having
a vaned diffuser. The experiments are performed in a facility that enables measurements
between the diffuser vanes, within part of the impeller, in the gap between them and in the
volute. The diffuser is also instrumented with pressure transducers that track the circum-
ferential motion of rotating stall in the stator. The timing of low-pass-filtered pressure
signals are also used for triggering the acquisition of PIV images. The data include
detailed velocity distributions, instantaneous and phase-averaged, at different blade ori-
entations and stall phases, as well as auto- and cross-spectra of pressure fluctuations
measured simultaneously in neighboring vane passages. The cross-spectra show that the
stall propagation rate is 0.93 Hz, 6.2 percent of the impeller speed, and that the stall
travels from the passages located on the exit side of the volute toward the beginning side,
crossing the tongue region in the same direction as the impeller, where it diminishes.
Under stall conditions the flow in the diffuser passage alternates between outward jetting,
when the low-pass-filtered pressure is high, to a reverse flow, when the filtered pressure
is low. Being below design conditions, there is a consistent high-speed leakage flow in the
gap between the impeller and the diffuser from the exit side to the beginning of the volute.
Separation of this leakage flow from the diffuser vane causes the onset of the stall. The
magnitude of the leakage and the velocity distribution in the gap depend on the orienta-
tion of the impeller blade. Conversely, the flow in a stalled diffuser passage and the
occurrence of stall do not vary significantly with blade orientation. With decreasing
flow-rate the magnitudes of leakage and reverse flow within a stalled diffuser passage
increase, and the stall-cell size extends from one to two diffuser passages.
@DOI: 10.1115/1.1374213#

1 Introduction

At reduced flow rates, the performance, flow rate, and pressure
of a compressor or a pump become increasingly unstable. When
substantial flow fluctuations are propagating at a low frequency
along the circumference, but are limited to parts of components
~e.g., rotor, diffuser, or volute!, the phenomenon is typically re-
ferred to as rotating stall. In spite of considerable efforts devoted
to the study of rotating stall in compressors and pumps, the me-
chanics of this phenomenon are not yet well understood. Emmons
et al. @1# provide a coherent explanation of rotating stall using
cascade theory. While rotating stall may occur in any turboma-
chine, the phenomenon is most frequently observed and studied in
compressors with a large number of blades. Its occurrence has
also been reported in the impeller and in the diffuser/volute of
centrifugal pumps~e.g., Lenneman and Howard@2#! with specific
geometries. In a more recent research Yoshida et al.@3# investi-
gate the rotating stall instability in a 7-bladed centrifugal impeller
with a variety of diffusers. They observe that multiple stall cells
occur, both in the impeller and in the vaned diffuser. The stall
propagation speed in the diffuser is less than 10 percent of the
impeller speed and is most evident when the clearance between
impeller and diffuser vanes is large. In the present study, we ex-
amine the occurrence of stall in a centrifugal pump with a vaned

diffuser that has a gap of 20 percent of the impeller radius and
15.4 percent of the diffuser chord length. This gap is larger than
most of the available data for pumps.

Ogata et al.@4# report on measurements of pressure fluctuations
and velocity fields, using hot wire measurements, in a vane dif-
fuser of a centrifugal compressor. They conclude that the presence
of a volute casing causes circumferentially nonuniform conditions
at the outlet from the diffuser and that this nonuniformity is a
large factor in the inception of rotating stall. Their velocity mea-
surements indicate the existence of reverse flow in the vane pas-
sages with the lowest pressure field, but being point measure-
ments, they cannot provide details on the flow structure and onset
mechanisms. They also suggest that the propagation mechanism
of a stall cell from one vane passage to another is more complex
than the conventional explanation. Additional relevant reference
material on stall and instabilities, including empirical correlations
for the behavior of impellers and diffuser vanes can be found in
Ribi @5#, Tsujimoto@6#, Miyake and Nagata@7# as well as Tsuru-
saki and Kinoshita@8#. Some recent computational work is de-
scribed, for example, by Cao et al.@9# and Longatte and Kueny
@10#.

In spite of these efforts, there is still very little experimental
data on the detailed flow structures within a stalled centrifugal
turbomachine, the mechanism causing the onset of stall as well as
on the effects of blade orientation and flow rate on the flow struc-
ture within a stalled pump. In this paper we use PIV to measure
the velocity distributions within a vaned diffuser, part of the im-
peller, the gap between the diffuser and the impeller, and within
the volute of a stalled pump. The experimental setup and test
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procedures are described in Section 2. The present measurements
cover regions located on both sides of the tongue~cut water!.
Conditionally sampled data using the signal of a pressure trans-
ducer located within the diffuser is used for studying characteris-
tic flow structures at different phases of the stall~Section 3!. Pres-
sure signals from several transducers located in adjacent blade
passages are also used for measuring the propagation of the stall.
The measured propagation frequency is only 6.2 percent of the
impeller speed, but the propagation speed varies from one blade to
the next, and stops at the beginning of the volute. The measure-
ments are performed at different impeller orientations and differ-
ent flow rates, starting from conditions for which the diffuser is
not stalled down to conditions for which the stall cell covers more
than one diffuser passage simultaneously. We show that high-
speed leakage~circumferential flow! in the gap between the dif-
fuser and the impeller, from the exit side to the volute to the
beginning side, plays a major role in causing the onset of stall. It
is also shown that the flow in the vane passage alternates between
outward jetting when the passage is not stalled to strong reverse
flow in a stalled passage~or two passages, depending on flow
rate!.

2 Experimental Setup and Procedures

2.1 Setup. A schematic description of the centrifugal pump
used in the present study is presented in Fig. 1 and relevant details
on the pump geometry are presented in Table 1. The pump is
vibration isolated and separated from the rest of the facility using
50 m of coiled flexible hoses. A converging nozzle and
flow straighteners~honeycombs and screens! at the entrance to
the pump insure smooth inflow into the impeller. Further details
on the test loop can be found in Sinha and Katz@11# and Sinha
et al. @12#.

The impeller has backswept blades with a logarithmic profile

and the vaned diffuser has straight walls with a constant cross
section. The configuration~radius! of the perimeter of the volute,
r v , in cm is given by:

r v517.78124.463~u/360! ~u varies between 0°-360°!.

In the present configuration the tip of the tongue is located at
u529 deg. Beyondu5360 deg the outer perimeter is straight. The
24.4631.27 cm2 exit is gradually expanded to a 10.16 cm pipe by
imposing a maximum expansion angle of less than 7 deg to
avoid separation. Parts of the original stainless-steel blades and
outer shroud of the impeller were removed and replaced with
acrylic to allow visual access in the flow within the impeller. The
entire diffuser and outer perimeter of the volute are also transpar-
ent. This setup allows illumination, flow visualization, and PIV
measurements in both the horizontal~parallel to the shrouds! and
vertical ~parallel to the shaft! planes. The pump is also instru-
mented with flush mounted piezoelectric pressure transducers
~PCB 105B02! that are mounted on the hub surface, along the
centerline, in six adjacent vane passages. They are labeled A–F in
Fig. 1.

2.2 PIV system. All the data included in the present paper
focus on the flow near the exit of the pump and the sample area is
specified in Fig. 1. All the measurements are performed in the
mid-section, i.e., in the 50 percent plane between the hub and the
shroud. The optical setup of the PIV system is illustrated in Fig. 2.
A 350 mJ/pulse, Nd-Yag laser and sheet forming optics are simi-
lar to the setup used in previous experiments@11,12# where one
can find reference data on the flow at design conditions. The im-
ages are recorded by a 204832048 pixels, 4 frames/s digital cam-
era that incorporates fast digital image shifting@11,12# to over-
come directional ambiguity. The images are recorded at the
desired impeller orientation using a shaft encoder. In addition, the
electronic control unit provides trigger signals during maximum,
minimum and zero-crossing phases of the low-pass-filtered signal
of the transducer located at C~see Fig. 1!. As will be shown in the
next section, this signal is associated with the stall.

The acquired images are enhanced using an in-house histogram
equalization algorithm and analyzed with in-house auto-
correlation software@13–15#. The window size is 64364 pixels

Fig. 1 The pump geometry and location of the present
measurements

Table 1 Geometric data and operating conditions
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and the vectors are calculated every 32 pixels, i.e., 50 percent
overlap between neighboring windows. The water is seeded with
20 mm, neutrally buoyant fluorescent particles. The fluorescent
particles enable us to install a high-pass filter in front of the cam-
era that cuts the green laser light but allows unobstructed trans-
mission of the yellow fluorescence. Consequently, reflections
from solid boundaries, such as blades, vanes, and shrouds do not
obscure the particles’ traces, even very close to the blade surfaces.
The uncertainty has been determined, calibrated, and discussed in
detail in several of our previous papers~e.g., Dong et al.@16#,
Roth et al.@17#, @13–15#, Sridhar@18#!. The standard deviation of
the difference between the exact and measured velocities in both
experimental and computer-generated images has been found to
be about 0.2 pixels, provided there are sufficient number of par-
ticles per interrogation window. Consequently, the uncertainty in
velocity measurements is in the 0.2–0.4 pixels range~depending
on how stringent one chooses to be! and we have opted to use 0.3
pixels as a characteristic value. To achieve this uncertainty the
particle concentration must be maintained at a level that ensures a
distribution of at least 7—8 image pairs per interrogation window.
This requirement is consistent with results of other studies of un-
certainty in PIV measurements~Adrian @19#!. Consequently, for a
characteristic displacement of 20 pixels between exposures, the
uncertainty is about 1.5 percent.

3 Results

3.1 Performance, Pressure Fluctuations and Propagation
Rate. A performance curve of the present pump is presented in
Fig. 3. At flow coefficients below 0.06 there is a change in the
slope of the performance curve and as a result it is believed that
the pump is close to the onset condition of rotating stall. Sample
power spectra of the pressure signals in passage C under condi-
tions of stall and no-stall are presented in Fig. 4~a!. The pump
shaft frequency is 14.83 Hz, but at this frequency there is only a
change in slope. The peaks at twice and three times this frequency
on design conditions are clear. There are five impeller blades,
which means that the frequency at which blades pass by the same
vane passage is 74.2 Hz. The largest peak in Fig. 4~a! ~on design
conditions! corresponds to this passing frequency. Its first super

harmonic at 148.4 Hz is also evident. There are nine diffuser
vanes, which means that the rate at which the same impeller blade
passes by the diffuser vanes is 133.5 Hz. There is a clear spectral
peak at this frequency too. There is another peak at;122 Hz that
we cannot explain and the reasons for its occurrence are beyond
the scope of this paper. Under stalled conditions the peaks at 29.6,
74.2, 122, and 133.5 Hz are smaller, but they are higher at 44.5
Hz and at frequencies below 14.8 Hz. In particular, there is an
increase of about 5 db below 1 Hz. Under a stalled condition, the
power spectrum in fact yields an additional peak at 0.93 Hz in the
signals of the transducers in passages A, B, C, D, and E, but not in
the signal of transducer F. Samples of auto-spectra for passages,
A, B, E, and F are presented in Fig. 4~b!. The spectra for passages
C and D are not shown since they are almost identical to those in
passages A and B. Clearly, unlike passages A–E, there is no dis-
tinct spectral peak at frequencies below 15 Hz in passage F.

Figure 5~a! shows a sample of the magnitude of the cross-
spectrum between the pressure signals A and B, and Fig. 5~b!
provides the phase information A similar analysis was performed

Fig. 2 The optical and control systems

Fig. 3 The performance curve „squares … and output power „tri-
angles … of the pump
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between each pair of transducer signals. The peaks are at frequen-
cies that are common to the two signals and the phase is indicative
of the time lag/lead between them. We obtain data at 0.93 Hz for
passages ‘‘A’’-‘‘E,’’ since there is no peak in the spectra involv-
ing passage ‘‘F.’’ The phase angles by which the pressure signal
of sensor ‘‘A’’ leads the signals in the other passages are tabu-
lated in Table 2.

Clearly, the time delay varies as the phenomenon moves from
one passage to another. The propagation speed initially increases
as the tongue is approached. The time lag between sensor A and B
is 0.145 s, whereas the lag between B and C is 0.06 s. Between C
and D the lag increases only slightly to 0.08 s, but then it in-
creases substantially to 0.44 s between D and E and disappears
completely in F. The decaying propagation speed suggests the
influence of the non-uniform flow conditions~circumferential
pressure gradients! that exist, according to Ogata et al.@4#, in the
volute casing outside the diffuser, or in the gap between the im-
peller and the diffuser, as the present velocity measurements in-
dicate. Since the propagation speed is not uniform we cannot use
the Hanover diagram~Japikse et al.@20#! for estimating the num-
ber of stalled cells that exist at a given instant of time.

RMS values of pressure fluctuation in passages A–F, are re-
corded at different flow rates, starting from 5.67 1/s and lower
~Fig. 6!. The rms values start increasing at around 3.78 1/s in
channels A, B, C, D, and E. The pressure fluctuations at D are
initially lower than the levels in the other passages and it starts to
rise at the same flow rate. However, it continues to rise well after
the signals at A, B, C, and E reach maximum levels and peaks
only at about 2.84 1/s. For the A–E passages, the rms levels
decrease to a lower, but still elevated, levels below 2.75 1/s. Pas-
sage F does not follow the same trend. There, the fluctuations
remain at almost the same level until 2.75 1/s where there is a
sharp increase followed by an immediate decrease to an elevated

Fig. 4 A typical pressure signal of transducer C at: „a… design
conditions „wÄ0.118…, „b… stalled conditions „wÄ0.062…, „c…
power spectra of the signals in 4 „a… and 4 „b…, „d… auto spectrum
of Channels A, B, E, and F

Fig. 5 „a… Sample cross spectrum magnitude of transducer
signals in vane passages A and B; „b… phase difference be-
tween the signals of tranducers A and B

Table 2 Measured phase and time lead at 0.93 Hz obtained from cross-spectra of the pressure
signals in passages A, B, C, D, and E. Transducer F has no peak at 0.93 Hz.

Transducers: A&B A&C A&D A&E A&F

Angular separation 40.0 deg 80.0 deg 120.0 deg 160.0 deg 200.0 deg
Phase lead 48.49 deg 68.59 deg 94.06 deg 258.0 deg not stalled
Time lead~s! 0.145 0.205 0.281 0.717 not stalled
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level. Thus, at 3 1/s~w50.062! passages A, B, C, D, E are expe-
riencing high pressure fluctuations whereas passage F is not. Con-
sistent with the spectral analysis, and confirmed by the velocity
distributions, discussed in the next section, the increased level of
fluctuation is caused by massive flow oscillations, from being
stalled ~reverse flow! to having a jet flowing through~forward
outflow! in the vane passage. Since the increase in pressure fluc-
tuations begins at around 3.78 1/s, to study the onset of stall PIV
images are recorded at and below 3.78 1/s, down to 2.52 1/s. We
record data when the stall related, low-pass-filtered, pressure sig-
nal is maximum, minimum and during zero crossing~growth or
decay!. Reference data on the flow in other vane passages when
the pump operates on design conditions can be found in Sinha
et al. @11,12#.

3.2 Flow Structures at Different Phases. Sample instan-
taneous vector maps at different phases of the stall, when the
low-pass-filtered transducer signal at C is minimum, during zero
crossing and maximum, all atw50.062, are presented in Figs.
7~a–c!, respectively. The blade orientation is the same in all three
cases. At minimum pressure, there is a reverse flow in van pas-
sage C. The magnitude of reverse velocity is only about 10 per-
cent of the impeller tip speed. There is also clear evidence of flow
separation at the trailing edge of the vane. During zero crossing
~Fig. 7~b!, i.e., as the pressure in C is rising, the flow in passage C
is in the process of recovering from the reverse flow, whereas
there is still backward flow in passage D above it. Interestingly, in
Fig. 7~b! there is a negative radial velocity on the pressure side of
the impeller blade, i.e., there is a backward flow into the impeller.

At a pressure-maximum phase, there is a strong outward flow
~Fig. 7~c!! through passages C and D. The velocity at D is higher,
presumably due to the lower mean pressure at the beginning of the
volute when the pump operates below design conditions. The out-
flow from passage C separates from the convex side of the vane
and is aimed directly toward the exit. In all cases there is a strong
leakage flow in the gap between the impeller and the diffuser from
the exit side to the beginning of the volute. The leakage velocity
exceeds 50 percent of the impeller tip speed. The secondary flow
downstream of the diffuser is complex but is significantly slower.

3.3 Effect of Blade Orientation. Figure 8~a–c! and Fig.
9~a–c! show sample phase averaged data~averages of 10 images,
each! during minimum and maximum pressure phases, at 3 differ-

ent impeller orientations,24 ~356!, 26, and 56 deg, respectively.
A complete set, every 10 deg, can be found in Sinha@21#.

At minimum pressure-phase~Fig. 8!, the phase-averaged data
shows a reverse flow into passage C and a slow outward flow in
passage D. As the flow turns around back into the passage C it

Fig. 6 RMS values of pressure fluctuations as a function of
flow rate

Fig. 7 Sample Instantaneous velocity maps at: „a… minimum,
„b… zero-crossing „on the rise …, and „c… maximum phases of the
low-pass-filtered pressure signal at passage C „wÄ0.062…
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separates near the trailing edge of the lower diffuser vane, creat-
ing a pocket of no flow at the trailing edge, on the concave side of
the lower vane. Several relatively weak vortex structures/large
eddies can also be seen outside of the diffuser, in the vicinity of
the tongue. Between instantaneous realizations these eddies vary
both in strength and spatial locations.

As indicated before, the most dominant phenomenon is the high
speed-leakage flow between the impeller and the diffuser, from
the exit side of the pump~left side of the tongue! toward the
beginning of the volute. The magnitude of the phase-averaged
leakage velocity also exceeds 50 percent of the impeller tip speed.
The magnitude and orientation of the leakage flow varies with
blade orientation due to the ‘‘jetting’’ in the pressure side of the
impeller blade and the ‘‘wake’’ region behind the blade. The im-
peller orientation, still at minimum pressure phase, also affects the
out flux from passage D. It is at maximum in Fig. 8~b!, when the
vane passage faces the pressure side of the blade, and minimum in
Fig. 8~a!, when passage D is exposed to the suction side of the
blade. Conversely, the phase-averaged flow outside of the diffuser
is very slow, with very little secondary flow from the exit side to
the beginning of the volute or from the beginning to the exit side.
This trend indicates that the circumferential pressure gradients
causing the leakage flow are confined to the narrow gap between
the impeller and the diffuser. The pressure gradients outside of the
diffuser are weak.

At a maximum pressure phase~Fig. 9!, there is an outward jet
from the vane passage with velocity magnitude of about 60 per-
cent of the typical values on design condition~available in Sinha
and Katz@11#!. The jet is aimed directly toward the exit and there
is no indication that it is affected by circumferential pressure gra-
dients in the volute. The jet velocity is slightly higher when vane
passage C is exposed to the pressure side of the blade~Fig. 9~a!!,
and the separation point on the convex side of the diffuser vane
~separating passages C and D! shifts as the impeller blade passes
by, but these fluctuations are small. There is essentially no~phase-
averaged! flow to the right of the jet and the tongue. The out flux
from passage D also increases when the inlet to this passage is
exposed to the pressure side of impeller blade~Fig. 9~b!!.

In the gap between the impeller and diffuser the fast leakage
flow persists in the maximum pressure phase of the stall. In fact,
the characteristic leakage velocity is even higher than that of the
minimum pressure phase. The velocity distribution depends, but
not to a great extent, on the orientation of the impeller. The ve-
locity is typically higher, exceeding 50 percent of the tip speed, on
the pressure side of the impeller blade~ahead of the tip!, and
decreases as much as 40–45 percent in other regions. The de-
crease is particularly evident when the blade is located near the
diffuser vane separating passages D and E~Fig. 9~a!!. In sum-
mary, it is shown that the phase-averaged flow structure under
stalled conditions shows some, but not substantial, dependence on
the impeller orientation. Most of the effects are confined to the
immediate vicinity of the blade~which is not surprising! and there
is limited impact on the flow within the diffuser during maximum
pressure phase. A probable cause for this limited effect is the high
speed circumferential leakage flow that separates between the im-
peller and the diffuser.

Fig. 8 Phase averaged velocity maps at a minimum pressure
phase when the blade is at: „a… À4 deg, „b… 26 deg, and „c… 56
deg. The colors indicate velocity magnitude and a reference
vector is provided in Fig. 7. Only alternate vectors are shown
for clarity.

Fig. 8 „Continued …
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3.4 Effect of Flow Rate and Onset of Stall. Figures
10~a,b!–13~a,b! contain representative samples of instantaneous
and phase averaged velocity maps~this time an average of 20
each! at 3.78 1/s~w50.078!, 3.28 1/s~w50.068!, 3.02 1/s~w
50.062!, and 2.52 1/s~w50.052!, respectively, all at a minimum
pressure phase and at the same blade orientation. These four char-
acteristic examples are selected from an available series of 11 sets
that covers the rangew50.052–0.078 available in Sinha@21#.
They are selected to demonstrate the transition, with decreasing
flow rate, from a flow that is not stalled to conditions of massive
stall that covers more than one blade passage simultaneously. In
all cases the flow is below design conditions. As Figs. 3 and 6
indicate, atw50.078 ~the upper bound!, the flow is clearly not
stalled. This condition is still far from the local minimum in per-
formance curve and the pressure fluctuations are still relatively

low. With decreasing flow rate there is a range of conditions with
high pressure fluctuations that are caused by the rotating stall. The
highest fluctuations occur atw;0.062. As the flow is decreased
further the pressure fluctuations decrease again. The lower bound
of our range of samples,w50.052, is already well below the range
of flow rates with high pressure fluctuations. The latter is also
close to the local minimum in the performance curve.

Typical narrow jetting near the concave side of the vane with a
wide separated region in the convex side dominate the flow in and
downstream of the diffuser at 3.78 1/s~w50.078!, as shown in
Fig. 10~a,b!. At this flow rate the outward jet always exists. Part of
the jet exiting from the previous diffuser passage~passage B!, 40
deg upstream, is also evident, both in the instantaneous and phase
averaged velocity distributions. This phenomenon is similar to
that shown by Johnston and Dean@22# for off-design flow rates
and similar~but lower velocity! to the phenomena occurring at
higher flow rates in this pump@11# . Note also that there is a
secondary flow from the beginning side of the volute~right of the
tongue! toward the exit. This phenomenon indicates that the pres-
sure gradients near the tongue are in the opposite direction com-
pared to the gradients in the gap between the impeller and the
diffuser, where the flow leaks to the beginning of the volute. The
secondary flow around the tongue disappears at lower flow rates.

With decreasing flow rate the characteristic jet velocity de-
creases and the traces of the jet from passage B eventually disap-
pear. Conversely, the leakage flow increases substantially, as is
evident by comparing the samples in Fig. 10–13. In addition, the
velocity in the outer sections of the volute~low x in the examples
shown! becomes consistently higher than the flow in the vicinity
of the tongue, a trend that is characteristic to operation off design
conditions@16#. At about w50.068 the flow in passage C stops
intermittently and even becomes negative, but the phase-averaged
flow is still positive ~Fig. 11~b!!. In Fig. 11~a! the flow through
passage D is positive, and quite fast, and there are traces of the
jetting from passage B. Thus, only passage C is stalled, which is
characteristic to the size of the stall cell at this flow rate.

The frequency of reverse flow increases with decreasing flow
rate and eventually even the phase-averaged velocity in passage C
becomes negative~Fig. 12~b!! during minimum pressure phase. At
and beloww50.065~data not shown–the pattern is similar to Fig.
12~a,b!! the instantaneous stalled area starts covering two diffuser
vane passages intermittently although the phase average distribu-
tion only covers one passage. The reverse flow magnitude also

Fig. 9 Phase averaged velocitiy maps at a minimum pressure
phase when the blade is at: „a… À4 deg, „b… 26 deg, and „c… 56
deg. The colors indicate velocity magnitude and a reference
vector is provided in Fig. 7. Only alternate vectors are shown
for clarity.

Fig. 9 „Continued …
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continues to increase. Atw50.062 reverse flow regularly occurs
in passage C during minimum pressure phase and atw50.052
~Fig. 13! the flow is consistently reversed in both passages C and
D. Consequently, even the phase-averaged flow is negative.

Before concluding, it is of interest to identify exactly where the
stall process starts. Our ability is limited since all the velocity
measurements are performed in the same central plane and the
flow is three-dimensional. A clear illustration that the flow is
three-dimensional is the fact that the backward flow into passage
D in Fig. 12~a! faces a flow in the opposite direction at the en-
trance to the passage. Obviously, to satisfy continuity there has to
be a flow in the opposite direction in other planes. However, ex-
amination of the velocity distributions as the stall develops pro-
vides sufficient information to follow the process. As an illustra-
tion, let us examine the flow in passage D in Fig. 14~w50.059!
that shows a characteristic velocity distribution during early stages
of transition from forward to reverse flow in the passage. In this

example, the flow is separated on the concave surface but there is
still an outward flow along the convex surface. The same trend,
i.e., that the stall starts as the flow separates on the concave side of
the passage, occurs also in passage C but typically at higher flow
rate, due to the location of the trigger transducer. This phenom-
enon is most likely associated with the fast leakage flow that
makes a turn near the narrowest point of the diffuser. Combined
with the adverse pressure gradients in the passage~especially dur-
ing a minimum pressure phase! the concave surface becomes
prone to massive flow separation and stalling. As a vane passage
stalls the leakage velocity increases which further increases the
pressure gradients at the point where the leakage flow turns at the
entrance to a passage. Thus, stalling of passage C increases the
likelihood of subsequent stalling of passage D, i.e., a rotating stall.
This process stops when the pressure gradients in a passage be-
come favorable for outward flow. Due to the circumferential pres-

Fig. 10 Sample „a… instantaneous; and „b… phase averaged ve-
locity maps „only alternate vectors are shown in b… at a mini-
mum pressure phase. The flow rate is 3.78 1 Õs „wÄ0.078… and
the blade orientation is 6 deg.

Fig. 11 Sample „a… instantaneous and „b… phase averaged ve-
locity maps „only alternate vectors are shown in b… at a mini-
mum pressure phase. The flow rate is 3.28 1 Õs „wÄ0.068… and
the blade orientation is 6 deg.
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sure gradients below design conditions~Iversen et al. @23#,
@14,16#, that in the present pump seem to be confined to the gap-
between the impeller and the diffuser, eventually the leakage flow
finds a passage~most likely passage F above 2.8 1/s! where it can
flow out. Consequently, in the present pump, passage F is not
stalled at 3.02 1/s, as the spectral analysis demonstrates.

4 Summary and Conclusions
PIV and pressure fluctuation measurements are used for study-

ing the flow structure within a centrifugal pump with a vaned
diffuser under stall conditions. Cross spectra of the pressure sig-
nals at neighboring passages, as well as the RMS levels of pres-
sure fluctuations confirms that a rotating stall occurs at a fre-
quency of 0.93 Hz, 6.2 percent of the impeller speed. The stall is
detected at the exit side of the pump and propagates with varying
speeds to the beginning side, where it is quenched. The quenching
of the stall occurs in a vane passage at the beginning of the volute

where the pressure gradients for outflow are more favorable.
Thus, unlike axial turbomachines, the circumferential pressure
variations in the diffuser/volute confine the stall to a small part of
the diffuser. This observation is consistent with the conclusions of
Ogata et al.@4#, that circumferential pressure nonuniformities af-
fect the conditions for the onset of stall.

When the pump is stalled the flow in the diffuser passage alter-
nates between an outward jetting, when the low-pass-filtered pres-
sure signal in the vane passage is high, to a reverse flow, when the
filtered pressure is low. Being below design conditions, there is a
consistent high-speed leakage flow in the gap between the impel-
ler and the diffuser from the exit side to the beginning of the
volute. Separation of this leakage flow from the concave side of
the diffuser vane causes the onset of the stall. The magnitude of

Fig. 12 Sample „a… instantaneous and „b… phase averaged ve-
locity maps „only alternate vectors shown in b… at a minimum
pressure phase. The flow rate is 3.08 1 Õs „wÄ0.062… and the
blade orientation is 6 deg. Fig. 13 Sample „a… instantaneous and „b… phase averaged ve-

locity maps „only alternate vectors are shown in b… at a mini-
mum pressure phase. The flow rate is 2.52 1 Õs „wÄ0.052… and
the blade orientation is 6 deg.
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the leakage and the velocity distribution in the gap depend on the
orientation of the impeller blade. Conversely, the flow in a stalled
diffuser passage does not vary significantly with impeller blade
orientation. With decreasing flow-rate the magnitudes of leakage
and reverse flow within a stalled diffuser passage increase and the
stall-cell size extends from one to two diffuser passages. Unlike
the gap between the impeller and the diffuser, there is very little
leakage flow in the volute downstream of the diffuser, indicating
that the circumferential pressure gradients in the volute are sub-
stantially smaller than those in the gap. This phenomenon is prob-
ably related to the uncharacteristic large gap between the impeller
and the diffuser of the present pump~2.07 cm, 10.2 percent of the
impeller diameter and 15.4 percent of the diffuser vane chord
length!. As indicated in Yoshida et al.@3#, increasing the gap
between the impeller and the diffuser also increases the likelihood
and effect of the stall. Narrower gaps will not allow such a strong
leakage flow in the gap, and will most likely thus ‘‘push’’ the
circumferential pressure gradients and leakage into the volute.
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Impeller Geometry Suitable for
Mini Turbo-Pump
The objective of the present study is to investigate the suitable impeller geometry for a
mini turbo-pump, which is defined as the size having impeller diameter between around 5
mm and 50 mm. This is treated because those pumps having the above size are regarded
as low efficiency machines if efficiency is less than 40 percent or 50 percent. Considering
that not only low Reynolds number and tip clearance but the design method are the major
causes for low performance, we carried out the performance test experimentally using
two semi-open centrifugal impellers: one is named as Impeller B of 36 mm diameter and
the other is Impeller C of 34 mm diameter. And the former is designed by a conventional
method and the latter is based on the proposed method. In the performance tests, rota-
tional speed was varied between 3000 rpm and 10,000 rpm and the axial clearance at the
blade tip of impeller exit was between 0.2 mm and 0.8 mm. It is clearly seen from the
results that Impeller C gives the better hydraulic performance. It is also clarified that the
effect of tip clearance on Impeller C performance is much smaller than that of the
Impeller B. Further, we conducted numerical calculation of impeller performance, where
the commercial CFD code named TASCflow was used with k-v turbulence model. From
the results, the turbulent flow analysis is reasonably usable to study the flow in the above
mini impellers. @DOI: 10.1115/1.1385385#

Keywords: Mini, Turbo-pump, Impeller, Geometry, Performance, Tip Clearance,
Numerical Analysis

Introduction
In recent years, due to the global environmental problems, it is

essential to promote effective and efficient usage of energy and to
develop mini technologies in many areas. For the turbo-pump,
being the key machine for liquid transportation, its further devel-
opment is always desirable. Impellers of around 50 mm diameter
have still been adopted for a blood pump, a turbo-pump for a heat
control system in a space laboratory, though they are expected to
be as small as possible.

Though a great many research works have been done for the
larger size pump, whose suction-pipe diameter is larger than 32
mm, rather a few studies have treated a mini turbo-pump of im-
peller diameter between 10 mm and 50 mm. It may be because
many textbooks and handbooks usually show the classical results,
which demonstrate the pump efficiency being decreased with de-
crease of the discharge@1#. The major causes are manufacturing
accuracy, surface roughness, clearance effect, low specific speed,
and low Reynolds number. However, some of these problems will
be solved now by the remarkable development of various tech-
nologies. The production technology can reduce the effect of the
first two or three at low cost. As an electric motor with inverter
has become very popular in recent years, it will be possible to
introduce a variable speed turbo-pump without an additional cost.
Thus, a pump having not low but desirable specific speed will be
selectable if higher rotational speed of a motor than the rated
speed is utilized. Due to the higher rotational speed, we can set
Reynolds number larger than 105, which is regarded as the limit
to avoid the predominant deterioration of efficiency@2#.

The major remaining problem must be the effect of axial tip
clearance on the hydraulic performance, because a centrifugal
semi-open impeller will be the standard type since higher head
and smaller discharge will generally be expected for a mini turbo-
pump. Engeda and Rautenburg did a systematic study on semi-
open impellers and showed that the tip clearance had an obvious

effect on pump performance@3#. Senoo and Ishida did fundamen-
tal studies on the pressure losses due to the tip clearance using
centrifugal blowers, and demonstrated the prediction method for
them @4–6#. It should be noted that all these studies were carried
out for the larger size impeller. And it is still unclear how much
the tip clearance affects the mini-impeller performance, although
they are useful contributions.

Besides those causes mentioned above, a hydraulic design
method for mini turbo-pumps should be the most important key.
Though it is said that the method has already been established@1#,
it is not yet clear that the conventional design method is also
applicable to the mini turbo-pumps. From consideration of the
mini turbo-pump application, primary attention can be paid to
higher load with smaller impeller-size and better hydraulic perfor-
mance near the design point rather than higher cavitation perfor-
mance and wider operating range. Thus, the following design con-
cepts may be suitable for a mini turbo-pump having a centrifugal
semi-open impeller:~1! larger blade angle at outlet~measured
from tangential direction!, ~2! larger number of blades and~3!
smaller outlet/inlet area-ratio. The objective of the present study is
to investigate the impeller geometry suitable for the mini turbo-
pump experimentally and numerically. We used two kinds of cen-
trifugal semi-open impellers, one being designed by a conven-
tional method and the other based on the concepts described
above. As the first step, we focus on an impeller having specific
speed~Type number! around 0.8 and specific diameter around 4.

Test Apparatus and Method

Test Impellers. Figure 1 shows the photos of test centrifugal
impellers specified as Impeller B of 36 mm diameter and Impeller
C of 34 mm diameter. The meridional shape is shown in Fig. 2,
and major specifications are summarized in Table 1. It is noted
that Impeller B having five two-dimensional blades is designed by
the conventional method@1# and Impeller C is based on the pro-
posed concepts. Typical geometrical features of the latter are out-
let blade angle of 60 deg, blade number of 12, and outlet/inlet area
ratio of 0.9.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
February 26, 2001; revised manuscript received April 28, 2001. Associate Editor:
Y. Tsujimoto.

500 Õ Vol. 123, SEPTEMBER 2001 Copyright © 2001 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Test Apparatus. The test impellers in turn are installed in the
casing of a mini turbo-pump, a cross-sectional view of which is
shown in Fig. 3. Considering the reaction factor of Impeller C, a
vaneless diffuser portion is located between the impeller and the
spiral casing. The pump inlet~suction pipe! diameter is 20 mm
and the exit~delivery pipe! is 15 mm. Pressure taps are provided
on the wall of the front cover to measure static pressures near the
diffuser exit for Impeller C and near the diffuser inlet and exit for
Impeller B. Axial clearance between the blade tip and the shroud
casing is adjusted by inserting a lining sheet between the front
cover and the casing to study the tip clearance effect. Thus, the
diffuser width also varied with the thickness of the sheet. It is
noted that the same diffuser and casing were used in this study, as
our attention was primarily paid to the hydraulic performance of
the impeller. Figure 4 schematically shows the test rig used for the
measurement of pump performance. The test pump is driven by a
three-phase induction motor with an inverter, which is adjustable
from 1200 rpm–12,000 rpm. Input power was measured by a

torque detector, the pump discharge was by a magnetic flowmeter
and head rise between pump inlet and outlet was by U tube ma-
nometer.

Nondimensional Parameters. Following the standard test
code@7#, the pump performance is studied and the characteristics
are represented by the nondimensional parameters shown below:

a. Discharge Coefficient:f.

f5~Qd/60000!/~U2A2! (1)

where Qd : discharge~L/min!, U2: peripheral speed at impeller
outlet5pD2n/60 ~m/s!, A2: cross-sectional area at impeller outlet
5pD2b2 (m2) .

b. Head Coefficient:c.

c5H/~U2
2/2g! (2)

where H: pump total head~m!, g: gravitational acceleration
(m/s2).

c. Power Coefficient:tp , t in , tw .

tp5Pp /~rA2U2
3/2! (3)

tw5Pw /~rA2U2
3/2! (4)

Fig. 1 Test impellers

Fig. 2 Meridional shape of impeller

Table 1 Impeller specifications

Fig. 3 Cross-sectional view

Fig. 4 Test rig
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wherer: water density (kg/m3), Pp : shaft power~W!, Pw : water
power5rg(Qd/60,000) H~W!.

Since the mechanical power losses due to the bearings and me-
chanical seal may be relatively large in the case of a mini pump,
the following input power coefficientt in is introduced.

t in5Pin /~rA2U2
3/2! (5)

wherePin : shaft power excluding bearings and mechanical seal
losses~W!. To obtain Pin experimentally, we carried out the
shaft-torque measurement once the casing was emptied, assuming
that the identical losses occurred in those cases with and without
water as the working fluid.

d. Pump efficiency:hp , h in . Pump total efficiency is given
by

hp5hvhhhm5hvhhhmdhme5Pw /Pp (6)

wherehv : volumetric efficiency,hh : hydraulic efficiency,hm :
mechanical efficiency,hme: external mechanical efficiency,hmd :
internal mechanical efficiency related to the loss due to the disk
and cylindrical friction on outer surfaces of impeller.

Considering the feature of the mini pump where mechanical
loss is one of major losses, thepump internal efficiency h in is
used:

h in5hvhhhmd5tw /t in5Pw /Pin (7)

e. Loss Coefficient:z. The loss coefficient is defined by

§5HL /~U2
2/2g! (8)

whereHL : head loss~m!.

f. Dimensionless Tip Clearance:l2. The following dimen-
sionless parameter is used as the measure to evaluate the effects of
tip clearance.

l25c2 /b2 (9)

where,c2 is the axial clearance between blade tip and the casing
wall at the impeller outlet location. As it is assumed that the
thickness of the lining sheet corresponds to the increment of tip
clearance, no measurement was made under the operating condi-
tion in the present study.

g. Reynolds Number: Re. Concerning Reynolds number, the
following definition is adopted:

Re5U2~D2/2!/n (10)

where,n is the kinematic viscosity (m2/s!.

Test Procedure. Table 2 shows the test conditions to study
the effects of tip clearance and Reynolds number on the hydraulic
performances of test pumps. The test range of Reynolds number
and dimensionless tip clearance are summarized in Table 3 and
Table 4, respectively. The performance test is made under con-
stant rotational speed at each test condition.

Numerical Calculation
In order to make clear the applicability of CFD to the perfor-

mance prediction of mini impellers, the numerical analysis of
three-dimensional turbulent flow was made based on RANS equa-
tions andk-v turbulence model. The commercial CFD code of
TASCflow @8# was used for this purpose, and the flow in Impeller
C was calculated to compare with the experimental results. As the
effect of axial tip clearance on the performance of a semi-open
impeller was a major concern, one impeller channel was treated
assuming that the incoming flow was axisymmetric. Figure 5
shows the computational domain, which is generated by CFX-
TurboGrid. It consists of two parts: blade and tip clearance. The
total grid number is 96,200, in which for the blade is 65340
329, and for tip clearance is 6534038. As for the boundary
conditions, the absolute axial velocity was given byUa5Qd /A1
at the inlet section, while the average static pressure was given as
0 at the outlet section of the domain. Shroud casing~front cover!
is set as absolute stationary, and the surfaces of blade and hub are
the relative stationary.

Convergence for the simulation varied, but a typical range is
150-200 iterations to research maximum normalized residuals less
than the value of 1.0E-4. This is a finer convergence tolerance
than is really required, since the solution is converged beyond the
point where local or global flow changes are significant. Approxi-
mately 3-4 hours on a Dell computer workstation 420866M were
required for each solution.

Table 2 Test conditions

Table 3 Reynolds number Re „Ã10À5
…

Table 4 Tip clearance ratio l2

Fig. 5 Computational domain „displayed are the following
grids: inflow and outflow planes, casing and hub surfaces, and
pressure surface of blade …
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Results and Discussions

Pump Performances. Performance curves for pumps having
Impeller B and C tested under the rotational speed of 6000 rpm
and axial tip clearance of 0.2 mm are shown in Fig. 6~a! and~b!,
where pump headH and input powerPin are plotted against the
dischargeQd . Theoretical headHth is derived from measured
input power and estimated disk-friction-loss@7#. A line of H th-inf
shows the characteristic of theoretical head for the infinite number
of impeller blades. Using wall pressures measured at four circum-
ferential positions near the diffuser inlet and exit for Impeller B
and those measured at four positions near the diffuser exit for
Impeller C, we estimated total head rises at the impeller outlet and
diffuser outlet,Himp andHdi f respectively. Those results are also
shown in the figure to see the performance of each component,
impeller, vaneless diffuser and spiral casing. It is noted thatHimp
in Fig. 6~b! corresponds to the calculated results, as we applied
the numerical analysis to Impeller C at three operating points.
Thus, the calculated input powerPin-cal curve and theoretical head
Hth are shown for comparison in Fig. 6~b!.

Figure 7 shows the comparison of pump characteristicsc, t,
andh versusf, which were obtained from those results in Fig. 6.

Comparison of typical non-dimensional parameters at the best ef-
ficiency point is summarized in Table 5. Further, to see the effect
of impeller size, the results demonstrated by Engeda-Rautenberg
@3# using the following similar semi-open impeller are reproduced
in the figure specified as L pump:

Specific speed~or Type number!: ns50.83
Impeller diameter:D25219 mm
Outlet angle of blade:b2526 deg
Number of blade:Z56
Tip clearance:l250.0523
From the above results, the following features are seen:

1 57 percent is the best pump internal efficiency for the pump
having Impeller B, which is designed by the conventional method.
According to the chart shown in textbooks, this value for a mini
turbo-pump is regarded as not very low.

2 Impeller B provides the stable head-discharge curve ob-
served in the whole operating range.

3 Better performances except the unstable characteristics in the
lower flow range are provided by the pump having Impeller C,
which is based on the proposed concepts.

Fig. 6 Performance of impeller „nÄ6000 rpm, c 2Ä0.2 mm … „Un-
certainty of QdÄÁ0.5 percent, of H ÄÁ0.3 percent, and of Pin
Ä0.11 percent …

Fig. 7 Comparison of pump characteristics „Imp. B and C: n
Ä6000 rpm, c 2Ä0.2 mm … „Uncertainty of fÄÁ0.52 percent, of
cÄÁ0. percent, and of t inÄÁ0.15 percent, hÄÁ1.5 percent …

Table 5 Comparison of Impeller B and C
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4 The best pump internal efficiency for Impeller C reaches 63
percent, and the efficiency more than 60 percent is secured in the
operating range between 0.13 and 0.26 off.

5 The discharge and pump head are remarkably increased in
the case of Impeller C, diameter of which is a little bit smaller
than that of Impeller B.

6 The relatively large difference between pump internal effi-
ciency and total efficiency in both pumps indicates that the me-
chanical power losses caused by bearings and seals cannot be
disregarded for mini-size turbo-pump treated here.

7 The maximum efficiencies of Impeller B and C are smaller
than that of L pump. The scale effect will be one of the causes.

8 Good agreement between measured and calculated input
power~and theoretical head! of Impeller C case indicates that the
turbulent flow analysis based on the RANS equations with k-v
turbulence model will be reasonably applicable to predict the hy-
draulic performance of turbo-pump even with mini-size.

Effect of Tip Clearance. As stated in the previous section,
the tip clearance will be one of the major causes of deterioration
of the performance of a turbo-pump having a semi-open impeller.
Thus, the performance tests were repeated changing the axial tip
clearance for Impeller B and C. Using dimensionless clearancel2
as a parameter, characteristic curves are shown in Fig. 8.

From Fig. 8~a! for Impeller B, it is seen that all coefficients,
pump-head, power and efficiency are decreased with increasing
l2 . However, relatively smaller effects ofl2 on the performances
are observed in Fig. 8~b! for Impeller C. Especially, dependence
on l2 is hardly seen among the results of the input power. Here,
the numerical analysis was also made to study the effect of axial
tip clearance on the performances of Impeller C at three operating
points. Their results plotted in Fig. 8~b! show reasonable predic-
tion. The difference of head between the experiment and the cal-
culation largely corresponds to the losses that occurred in the
vaneless diffuser and the spiral casing, for the head rise in the

impeller is treated in the calculation. Concerning the input power,
the numerical results also show the clearance effect being negli-
gibly small.

DH* 5~H02Hf!/H0 (11)

Using the dimensionless head-dropDH* given above, the
clearance effect is examined as shown in Fig. 9, where,Hf as a
function of l2 denotes the pump head at a certain value of dis-
chargef near the best efficiency point.f50.09 and 0.2 were
adopted for Impeller B and C in this study.H0 is the pump head
at f for zero tip clearance.H0 was obtained from the extrapola-

Fig. 8 Effect of tip clearance „nÄ6000 rpm … „Uncertainty of fÄÁ0.52 percent, of cÄÁ0.3 percent, and of t inÄ
Á0.15 percent, hÄÁ1.5 percent …

Fig. 9 DH* VS. l2
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tion of Hf curve. Further, the numerical result for Impeller C and
the test result for larger size pump@3,4,9,10# are included in the
figure for comparison. The following features are seen in the fig-
ure:

1 Every result demonstrates that the larger the tip clearance is,
the larger the head-drop is.

2 Good agreement between experiment and calculation for Im-
peller C is recognized.

3 Head-drop of Impeller C is much smaller than that of Impel-
ler B and those of other larger size pumps.

4 Thus, the clearance effect does not primarily depend on the
impeller size.

From Fig. 9, the correlation between head-drop gradient
DH* /Dl2 andb2 is made and plotted in Fig. 10. It is seen that
the gradient is influenced byb2 , i.e., the larger the blade angle
will be, the smaller the head-drop will be, which was pointed out
by Senoo and Ishida@4–6#.

Effect of Reynolds Number. In order to examine the effect
of Reynolds number on pump performance, both impellers were
tested under different rotational speeds from 3000 rpm–10,000
rpm, following the plan shown in Table 3.

From the macroscopic point of view, similitude is recognized in
various characteristic curves excluding thehp-f curve. As a typi-
cal example, the relationship between efficiency and Reynolds
number is shown in Fig. 11, where internal pump efficiencyh in
and pump efficiencyhp are plotted against Re. The drop-off char-

acteristic of pump efficiencyhp is observed with decrease of Rey-
nolds number. This is understandable because the hydraulic power
loss is a function ofn3, besides the external mechanical power
loss is nearly proportional ton. Regarding the internal efficiency
which is related to various hydraulic losses in the pump, the effect
of Reynolds number looks considerably small, even though there
is such a weak trend that the efficiency is decreased with decrease
of Reynolds number. It is suspected that major losses in both
pumps are caused by flow mixing which is not related to the effect
of Reynolds number.

Further Consideration. It is made clear from the present ex-
periment that the effect of tip clearance on the hydraulic perfor-
mance of Impeller C is remarkably smaller than that of Impeller
B. The experimental results in Fig. 8 show that the typical differ-
ence is observed in the characteristics of input power. Though it is
decreased with increasing the tip clearance in the case of Impeller
B, which is regarded as usual, it is nearly constant for Impeller C.

Fig. 12 Pressure distribution along the blade of Impeller C

Fig. 10 DH* ÕDl2 VS. b2

Fig. 11 h in , hp VS. Re
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To find the reason, we calculated the pressure distributions around
the blade of Impeller C from the numerical results. The distribu-
tions near the hub and the blade tip are shown in Fig. 12~a! and
~b!, respectively. It is seen that the difference of pressures on
pressure surface and suction surface greatly changes near the up-
stream side of blade depending on the tip clearance, but it hardly
changes near the downstream side. Since the latter largely decides
the magnitude of impeller torque, it is explained that Impeller C
based on the proposed concepts has the nature to provide almost
the same input power under various tip clearance conditions.

Conclusions
The following conclusions can be drawn from the present ex-

perimental and numerical study on suitable impeller-geometry of
mini turbo-pump, which provides good hydraulic performance:

1 The impeller geometry, which is designed based on the fol-
lowing design concepts, provides better hydraulic perfor-
mance than that designed by the conventional method.

~1! Larger outlet blade angle is selected~ex.: b2560 deg for
Impeller C!.
~2! The number of blade greater than several blades is se-
lected~ex.: Z512 for Impeller C!.
~3! Outlet/inlet area ratioA2 /A1 less than 1.0 is selectable if
the diffusion factorW2 /W1 takes a reasonable value~ex.:
A2 /A150.9 for Impeller C!.

2 If we use the turbo-pump having the proposed impeller of 34
mm diameter, the following performance is achievable under
the rotational speed 10,000 rpm: pump head515.8 m, dis-
charge566.8 L/min, and pump internal efficiency563 per-
cent.

3 The effect of tip clearance will be attenuated by the impeller
geometry such as larger outlet blade angle. Its effect on the
proposed impeller is remarkably smaller than that of the con-
ventional impeller.

4 The law of similitude was observed for the pump character-
istics in the range of Reynolds number larger than 1.0
3105.

5 The numerical three-dimensional flow analysis based on
RANS equations withk-v turbulence model may be reason-
ably applicable to study the hydraulic performance of mini
impellers.
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Nomenclature

A 5 area (m2)
b 5 width ~mm!
c 5 axial clearance~mm!

D 5 diameter~mm!
H 5 pump total head~m!
n 5 rotational speed~rpm!
P 5 power ~W!

Qd 5 discharge~L/min!
Re 5 Reynolds number
U 5 peripheral speed~m/s!
W 5 relative velocity~m/s!
Z 5 blade number
b 5 blade angle~deg!

DH* 5 dimensionless head-drop, see Eq.~11!
z 5 loss coefficient, see Eq.~8!
h 5 efficiency, see Eq.~6!
l 5 clearance ratio, see Eq.~9!
t 5 power coefficient, see Eq.~3!
f 5 flow coefficient, see Eq.~1!
c 5 head coefficient, see Eq.~2!

Subscripts

1 5 inlet
2 5 outlet

cal 5 calculation
cas 5 casing
dif 5 diffuser

h 5 hub, hydaulic
in 5 internal

imp 5 impeller
L 5 loss
p 5 power
t 5 tip

th 5 theoretical
th-inf 5 theoretical~perfectly guided!

w 5 water
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Passive Control of Rotating Stall
in a Parallel-Wall Vaned Diffuser
by J-Grooves
In order to control and suppress instabilities caused by swirl flow, the authors have
proposed a very simple passive method utilizing shallow grooves mounted on a casing
wall or diffuser wall(s) parallel to the pressure gradient. The groove is termed a ‘‘J-
groove.’’ The method is theoretically analyzed and experimentally proved capable of
suppressing rotating stall in a vaneless diffuser. The performance curve instability is
characterized by the positive slope of the head-capacity curve of a mixed flow pump for
the entire flow range. In continuation, this work is aimed at realizing experimentally the
effect of J-grooves on suppressing rotating stall in the vaned diffuser of a centrifugal
turbomachine. Thirteen double curvature vanes with various radial positions, various
setting angles, and J-grooves of different dimensions are tested in a parallel wall vaned
diffuser with a semi-open radial impeller with and without J-grooves. The results show
that J-grooves can also suppress rotating stall in the vaned diffuser for the entire flow
range. @DOI: 10.1115/1.1374214#

1 Introduction
Rotating stall, the subsynchronous rotating velocity fluctuations

of unsteady flow phenomenon, can be generated either by a de-
stabilization of the impeller flow@1–3# or by a destabilization of
the diffuser flow@4–6#. Centrifugal compressors are now increas-
ingly being used in the automotive and utilities industries. The
development of radial flow compressors has progressed to the
point where a key factor for improved system performance is the
vaned diffuser@7#. Both the efficiency and surge-to-choke operat-
ing range of a centrifugal compressor depend strongly on the per-
formance of the vaned diffuser@8#. Rotating stall in the vaneless
and vaned diffusers not only limits the stable operating range of
pumps, fans, and compressors but also may cause severe damage
to bearings@9#.

To continue the development of high performance radial flow
compressors, additional design information on diffuser perfor-
mance, and a qualitative understanding of the flow mechanisms
occurring in the vaned diffuser are being sought@7,8,10–17#.

Research into the prediction and control of rotating stall and its
detrimental effects has been pursued for many years. Among
these, casing treatment and active control techniques are notewor-
thy. Casing treatments~axial, skewed and circumferential slots,
tapered or straight holes, honeycombs, recess vane, air-separator
etc.! have been popular since 1900, as reported by Osborn and
Moore @18#, Prince et al.@19#, Amann et al.@20#, Takata and
Tsukuda@21#, Greitzer et al.@22#, Fujita and Takata@23#, Smith
and Cumptsy@24#, Miyake et al.@25#, and Azimian et al.@26#.
The idea of extending the compressor operating range through the
use of active control techniques was first published in the open
literature by Epstein et al.@27#, and since then successful experi-
ments have been carried out by Day@28#, Paduano et al.@29#,
D’Andrea et al.@30#, and Gysling and Greitzer@31#. Both passive
control ~casing treatment! and active control methods have limi-
tations such as an increase in stall or instability margin up to only
a few percent, and insufficient to affect the entire flow range.
Most of them require complicated mechanisms and utilize addi-
tional machinery that eventually decrease the overall efficiency
and reliability. Recently, Day et al.@32# mentioned that the vari-

ety of the stalling patterns, and the ineffectiveness of stall warning
procedures, suggest that the ultimate goal of a flightworthy active
control system remains some way off. Therefore, there is as yet a
strong need to find a simple method of suppressing rotating stall.

Kurokawa et al.@33# proposed a very simple passive method
utilizing shallow grooves mounted on a casing wall or diffuser
wall~s! parallel to the pressure gradient called J-grooves. Al-
though J-grooves can be considered as the conventional casing
treatment, yet their defined location, direction and mechanism are
different from those of the conventional casing treatment. The
mechanism of the J-groove is explained theoretically and the ef-
fectiveness is realized experimentally for suppressing rotating
stall in the vaneless diffuser@33# and performance curve instabil-
ity characterized by the positive slope of head-capacity curve of a
mixed flow pump@34#.

The present study is thus aimed at revealing experimentally the
effects of J-grooves on suppressing rotating stall in a parallel-wall
vaned diffuser with a purely radial impeller. There are few related
publications; hence the papers on rotating stall in compressors are
quoted, as they indicate that the present method can also be ap-
plicable to the compressor diffusers. First, the characteristics of
rotating stall in the parallel-wall vaneless and vaned diffuser are
studied experimentally. Second, the effect of J-grooves on sup-
pressing rotating stall in the same vaned diffuser is determined
experimentally. Finally, the results are compared. Hereafter
groove means J-groove.

2 Experimental Apparatus and Procedures
The parallel-wall vaned diffuser test stand with a vertical axis

used in this experiment is shown in Fig. 1. The outlet of the
diffuser is exposed to the atmosphere. A swirl stop is mounted
about 2 mm upstream of the impeller inlet. Fine wire net is set
upstream of the impeller to aid uniform suction, to minimize the
inlet velocity distortion, and also to prohibit the wake behind the
supports of the impeller drive motor. The dimensions and the
notations of the impeller and the diffuser are shown in Table 1.

The semi-open radial type impeller,ns 170 used in this experi-
ment had 8 vanes and outlet widthb2 equal to the diffuser channel
width b. The tip clearance between the front shroud and the im-
peller was kept fixed at 0.8 mm. A variable speed motor and a
supplemental blower~upstream! were used to control the speed of
the impeller and to regulae the flow through it. The configuration
of diffuser and vane is shown in Fig. 2~a! and configuration of
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diffuser, vane and J-groove is shown in Fig. 2~b!. Air flow rate
was calculated from the pressure difference measured directly by
a manometer across a nozzle orifice made according to Japan
Industrial Standard No. B8616. Pressure fluctuation at the diffuser
wall was measured with semiconductor pressure transducers of
cut off frequency 10 kHz. The pressure transducers were set at
r /r i51.10 for three different tangential positions, namely 0 deg,
55.4 deg, and 138.5 deg, as shown in Fig. 2~c!. The number of
rotating stall cells were calculated from their phase differences.
Time averaged velocity distribution was measured by traversing a
3-hole Pitot probe atr /r i51.10 as shown in Fig. 2~c!.

Thirteen double curvature diffuser vanes were used for all ex-
periments. By changing their radial setting position, i.e.,r v /r i
51.05, 1.10, and 1.15 wherer v is the vane setting radial position
at the vane leading edge, and the vane setting angle, i.e.,bv58
deg, 12 deg and 16 deg from the tangential direction, several sets
of experiments were performed for the ungrooved and the
J-grooved cases. The region of the diffuser wall~s! where grooves
were to be formed was machined to the depth of the groove. Then
the grooves were formed by pasting pieces of rubber plates onto
the diffuser wall~s! with a very thin double layer coated gum tape
of sufficient adhesive strength to keep the diffuser width constant.
The diffuser vanes were also affixed to the diffuser channel walls
with a very thin double layer coated gum tape. The grooves were
radial and their depth and width were kept fixed radially for one
set of experiments. Because the vaneless space/inlet region of the
diffuser is considered to be a sensitive area and plays a dominant
role in dictating diffuser performance, grooves were mounted
from the diffuser inlet to the vane edge as shown in Fig. 2~b!. It
was predicted that the grooves would increase the flow angle and
therefore would improve the choke flow between adjacent vanes
to suppress rotating stall. The dimensions of the J-groove tested
werew55;15 mm,d51;3 mm, l 5approximately 12;28 mm
andn539;182. In these test the impeller speed was kept fixed at
3000 rpm and the corresponding Reynolds number Re5U2r 2 /n
was 3.33105. The total head was calculated from the suction
gauge pressure~measured at the impeller suction side! head and
the velocity head between the suction of the impeller and the
outlet of the parallel wall.

3 Experimental Results and Discussions

3.1 Characteristics of Rotating Stall in the Vaneless Dif-
fuser. As a reference, the characteristics of the vaneless diffuser
were determined first by removing the vanes from the diffuser
channel. The head-capacity curve is shown in Fig. 3~a!. The wall

Fig. 1 Details of the test section

Fig. 2 „a… Configuration of diffuser and vane; „b… configuration
of diffuser, vane and J-groove; „c… layout of the semiconductor
pressure transducer and Pitot probeTable 1„Dimensions, notations of impeller and diffuser …

Vaneless and vaned diffuser: Radial impeller~semi-open type,ns5170):

outer radius r o5315 mm outlet radius r 25125 mm
inlet radius r 1525 mm

inner radius r i5126 mm outlet width b2520 mm
inlet width b1526 mm

channel width b520 mm outlet angle b2590 deg
inlet angle b1590 deg
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static pressure fluctuation~shown in the same figure as window
view! and their phase difference revealed that the rotating stall in
the vaneless diffuser occurred in the entire flow range and even in
the negative slope side, where stable operation is normally ex-
pected. The same phenomenon is also observed by Frigne and
Van Den Braembussche@35#. A typical triangular oscillation with
constant frequencyV50.178 was observed in the high flow re-
gion. But it changed to a sinusoid wave of moderate amplitude
and low frequency,V50.127 at low flow region. In the same
figure at aboutf50.026, there can be seen a sudden positive
slope in the head-capacity curve. From the frequency analysis of
the wall static pressure fluctuation, it was understood that, limiting
the flow at this point, there were two-cell oscillation in the high
flow range and one-cell oscillation in the low flow range. Hence it
can be predicted that the sudden positive slope of head-capacity
curve is caused when two-cell oscillation is suddenly changed to
one-cell with a decrease inf. The reason for this is not yet clear.
However, Kurokawa et al.@33#, have also observed the same phe-
nomenon in a vaneless diffuser with a pump impeller ofb2540

deg. This implies that the appearance of positive slope is indepen-
dent of b2 but dependent on the number of stall cells. Another
probable reason may be a growth of 3D reverse flow at the dif-
fuser walls, and expansion up to the diffuser outlet forming a wide
developed and stable reverse flow. In the case of a large vaneless
diffuser wherer o /r i54.8, the pattern of rotating stall changes
gradually from two cells to one cell@33#, but in the small diffuser
case, it changes suddenly.

The time averaged tangential and radial velocity components
measured atr /r i51.10 for five flow coefficients for the vaneless
case are shown in Fig. 3~b!. The tangential velocity components
are seen to decrease with the decrease in flow coefficient, which is
characteristic of a radial vane impeller@36#. The reverse flow is
seen for the entire measured region where rotating stall is also
observed. This result is in agreement with Jansen@4# who has
concluded that rotating stall in a vaneless diffuser is generated
when a local flow reversal (Vr,0) occurs. Considering the net
flow region of the radial velocity distribution, the average net flow
angle is seen to be almost constant and about 9–12 deg for all
flow coefficients. The critical flow angle, below which the veloc-
ity disturbance is amplified, has been analytically determined for
the vaneless diffuser by Senoo and Kinoshita@37# and Tsujimoto
et al.@38#. According to their results, the critical flow angle of the
present diffuser is 14 deg and 18 deg, respectively, which seems
to be consistent with the present experiment. The experiments
were, therefore, considered to perform at the vicinity of the criti-
cal flow angle, i.e.,bn58 deg, 12 deg, and 16 deg.

3.2 Characteristics of Rotating Stall in the Vaned Diffuser

3.2.1 For Different Vane Setting Angles.The head-capacity
curves of the vaned diffusers for three vane setting angles, all of

Fig. 3 „a… Characteristic curve of the vaneless diffuser „r o Õr i
Ä2.5…. Uncertainties of c & f are Á1.5 percent and Á1.7 per-
cent, respectively. „b… Velocity distribution at r Õr iÄ1.10 in the
vaneless diffuser. Uncertainties of Vu ÕU2 ; Vr ÕU2 ; a&zÕb are
Á3.23 percent; Á3.23 percent; Á1.5 percent and Á2.24 percent,
respectively.

Fig. 4 Characteristics of vaneless, vaned diffuser and rotating
stalled flow range. Uncertainties of c & f are Á1.5 percent and
Á1.17 percent, respectively. „a… for different vane setting
angles; „b… for different vane setting locations.
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them set tor v /r i51.10, are compared in Fig. 4~a!. The vaneless
case is also shown. Arrows in the figure indicate thef, where the
inception of rotating stall occurred. Compared with the vaneless
case, it can be seen that the insertion of vanes in the diffuser
region decreases the stalled flow range. An increase in the vane
setting angle yields a low head-coefficient with an increase in
stalled flow range, exceptbv516 deg. Here stalled flow range
means the range off from stall inception tof50 ~no flow!. An
increase inbv from 8 deg–12 deg increases the stalled flow range,
and a relatively high increase inbv from 12 deg–16 deg decreases
the stalled flow range. The latter phenomenon, an increase in vane
angle and a simultaneous decrease in the stalled flow range is also
observed by Yoshida et al.@16#. The reason is not clear. However,
according to Senoo and Kinoshita@37# and Tsujimoto et al.@38#
the critical flow angle for the present vaneless diffuser is 14 deg
and 18 deg, respectively. The authors predict that this may have
the relation to the present phenomenon though the mechanism of
a vaneless diffuser stall is much different from that of a vaned
diffuser stall. However, further study is needed. The mass-
averageda in the case off50.05, Fig. 3~b! is calculated as 5.3
deg which relates to the casebv58 deg, Fig. 4~a!, where the
minimum loss with high pressure coefficient and a significant
mass flow reduction at stall inception are realized.

Again in Fig. 4~a!, the highest rotating stalled flow range is
seen in the case ofbv512 deg. Therefore, this case is considered
to be good and aimed at suppressing rotating stall for the entire
flow range.

3.2.2 For Different Vane Locations.The head-capacity
curve of the vaneless and vaned diffuser for three vane setting
locations atr v /r i51.05, 1.10 and 1.15 and for a fixedbv512 deg
are compared and shown in Fig. 4~b!. It can be seen that the head
coefficient increases and the stalled flow range decreases when
vanes are set closer to the impeller. This means vane setting lo-
cation largely influence the stalled flow ranges. Similar effects
were also observed by Yoshida et al.@17#.

3.3 Stall Cell Frequency in the Vaneless and Vaned Dif-
fuser. The rotating stall cell frequency in the vaneless and vaned
diffuser for three different vane setting angles and three locations
are shown in Fig. 5~a! and 5~b!, respectively. It can be seen that,
although rotating stalled flow ranges are different in each figure,
their stall frequencies are almost the same,V50.18. The number
of stall cells observed in the vaned diffuser was only one. The
stall cell frequencies in the vaned diffuser remain nearly constant
for f,0.03, which means that stall frequency is independent off
where the flow is highly tangential.

3.4 Suppression of Rotating Stall by the J-Groove

3.4.1 Mechanism of J-Groove.In the vaneless region of a
vaned diffuser, the radially outward positive pressure gradient ex-
ists due to the centrifugal force. The main flow possesses a strong
swirl component and, therefore, large angular momentum when
the rotating stall occurs. This swirl flow loses angular momentum
when it enters the groove, and experiences no centrifugal force. It
therefore flows inward toward the diffuser inlet due to the radial
pressure gradient. This radially inward groove flow, called the
groove reverse flow, mixes with the main flow at the impeller
outlet region and flows together. Theoretical considerations and
experimental findings in the case of a vaneless diffuser@33# re-
vealed that the remarkable effect of J-grooves is caused by two
mechanisms. The first is a significant decrease in tangential veloc-
ity at the diffuser inlet due to mixing between the main flow and
the groove reverse flow, and the second is a remarkable increase
in radial velocity of the main flow due to the groove reverse flow.

3.4.2 Effect of the Number of J-Grooves.The effect of the
number of J-grooves on suppressing rotating stall is shown in Fig.
6~a!, for the case ofr v /r i51.10 andbv512 deg. Keeping the
other groove geometric parameters constant, when the grooves
were installed on both walls,n is doubled, and the stalled flow
range decreased fromf'0.037–f'0.018. An increase inn in-
creases the groove reverse flow which increases the main flow
angle and suppresses the rotating stall. The head-capacity curve
for the vaned diffuser without J-grooves is also shown in the same
figure. Compared to the ungrooved case, one can see hydraulic
loss caused by the grooves in the high flow and very low flow
region.

3.4.3 Effect of the Depth of the J-Groove.In Fig. 6~b!, the
effect of depth of the J-groove is shown for the case ofr v /r i
51.10 andbv512 deg. Keeping the other groove geometric pa-
rameters constant, whend is increased from 1 mm–3 mm, the
stalled flow range decreased fromf'0.034–f'0.014. But an
increase in depth reducesc for the entire flow range. Decrease in
c is due to the increase in hydraulic loss. Here it can be remarked
that the grooves of only 1 mm depth decrease the stalled flow
range fromf'0.054–f'0.034 and increasec significantly for
f,0.054 andf.0.025. There is also low hydraulic loss forf
.0.054.

3.4.4 Effect of the Width of the J-Groove.Figure 6~c! shows
the effect of width of the J-groove for the case ofr v /r i51.15 and
bv512 deg. Keeping the other groove geometric parameters con-
stant, whenw is increased from 7 mm to 10 mm, no rotating stall
is seen for the entire flow range. Increase inw increases the

Fig. 5 Rotating stall frequency in vaneless and vaned diffuser.
Uncertainty of f is Á1.17 percent. „a… For different vane setting
angles; „b… for different vane setting locations.
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groove reverse flow, which increases the main flow angle and
suppresses rotating stall. Also, the increase in the width reducesc
for the entire flow range.2

3.4.5 Effect of the Length of the J-Groove.The effect of
varying the length of the J-groove is shown in Fig. 6~d!. Here it

can be seen that, whenl is increased, the rotating stalled flow
range is also decreased. Increase inl increases the groove region
and, therefore, the suppression of rotating stall.

3.5 Velocity Distributions for the Vaned Diffuser. Veloc-
ity distributions for both the vaned and the vaned with J-grooves

Fig. 6 Suppression of rotating stall by the J-groove. Uncertainties of c & f are Á1.5 percent and Á1.17 percent, respectively. „a…
Effect of number; „b… Effect of depth of J-groove; „c… Effect of width of J-groove; „d… Effect of length of J-groove

Fig. 7 Velocity distribution for vaned, vane and J-groove at r Õr iÄ1.10. Uncertainties of
Vu ÕU2 ; Vr ÕU2 ; a&zÕb are Á3.23 percent; Á3.23 percent; Á1.5 percent and Á2.24 percent,
respectively. „a… Velocity distribution „vaned diffuser …; „b… velocity distribution „vane and
J-groove …
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on each wall cases are shown in Figs. 7~a! and 7~b!, respectively.
The flow angle was measured atr /r i51.10, and at the mid-point
between the leading edges of two adjacent vanes, as shown in Fig.
2~c!. For both cases and all flow coefficients, a significant reduc-
tion in the tangential velocity and an increase in the main flow
angle are seen, compared to the vaneless case shown in Fig. 3~b!.
The increase in the main flow angle is not significant, although it
was expected.

The vane throat flow is complex in between and in the vicinity
of the vanes’ leading edges, so velocity measured only at a single
point may not yield an accurate value. Comparing the two cases of
vaned and vaned with J-groove, a tendency toward increased ra-
dial velocity near the grooved wall can be seen for the case of
vaned with J-groove. Kurokawa et al.@33# deduced that in the
vaneless diffuser the groove reverse flow decreases the reverse
flow near the diffuser wall. When compared with the vaneless
case, the radial velocity near the diffuser walls is indeed more
negative for the vaned diffuser, and according to Jansen@4# this

Fig. 8 „a… Pressure fluctuation in the vaned diffuser. Uncertainty of p Õ0.5rU2
2 is Á0.73 percent. „b… Sup-

pression of pressure fluctuation by J-groove. Uncertainty of p Õ0.5rU2
2 is Á0.73 percent. „c… Suppression of

rotating stall for the entire flow range. Uncertainties of c & f are Á1.5 percent and Á1.17 percent, respec-
tively.

Fig. 9 Suppression of peak-to-peak pressure fluctuation by
J-groove. Uncertainties of „p maxÀp min …Õ0.5rU2

2& f are Á1.0
percent and Á1.17 percent, respectively.
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implies reduced stability. However, rotating stall inception in the
vaned diffuser is not caused by the reverse flow near the diffuser
wall; rather, it is caused by the velocity perturbation near the
vanes’ surfaces. Again, velocity is measured only at a single
point, the mid-point of two adjacent vane leading edges, and thus
is insufficient for a general conclusion.

3.6 Suppression of Rotating Stall for the Entire Flow
Range. The pressure fluctuation in the vaned diffuser without
grooves is a typical triangular shape oscillation when rotating stall
occurs, as shown in Fig. 8~a!. This can be completely suppressed
by the grooves of onlyd53 mm as shown in Fig. 8~b!.

During the experiment, the groove geometric parameters were
varied widely to measure their effects. But it was not until the
grooves of 52n310w33d328.5l were formed on both walls for
r v /r i51.15 andbv512 deg that rotating stall was completely
suppressed, as shown in Fig. 8~c!. It can also be seen that the total
pressure loss caused by the grooves is about 11.5 percent of
0.5rU2

2 in the high flow region. When the groove depthd is in-
creased by 1 mm, the total pressure loss increases significantly
and nearly 20.5 percent of 0.5rU2

2 in the high flow region. This
means grooves with larger dimension can also suppress rotating
stall for the entire flow range with an increase in hydraulic loss.

The peak-to-peak pressure fluctuation for the ungrooved and
two types of grooved cases are shown in Fig 9. It is clear that the
grooves cause a decrease in the pressure fluctuation of almost 50
percent of the ungrooved case when rotating stall occurs. It is also

clear that the pressure fluctuation decreases a large amount even
though the rotating stall does not occur in the range off.0.06.

The insertion of radial grooves in the diffuser is inevitably as-
sociated with the reduction of the overall efficiency of the turbo-
machinery, because they decrease the tangential velocity in the
diffuser. However, the reduction of tangential velocity also de-
creases the friction loss in the diffuser, which improves the dif-
fuser performance. Hence the use of the grooved diffuser creates a
trade off between stall suppression and loss of pressure in the
diffuser.

It can be mentioned that the part load operation of the fan and
compressor is generally limited by surge. In this situation it may
not be necessary to control the rotating stall for the entire flow
range; rather, the stalled flow range only needs to be improved.
Thus, the number of grooves can be reduced so the total pressure
loss can be minimized. Again by only grinding the diffuser part to
form radial grooves on existing turbomachinery, inception of ro-
tating stall can be suppressed completely, or the magnitude of the
fluctuating pressure and the range of its occurrence can be im-
proved remarkably.

3.7 Criteria of the Optimum J-Groove Dimension. To
decrease the stalled flow range, selection of the optimum groove
dimension is required. Kurokawa et al.@33# deduced theoretically
that groove flow,QG is proportional to the number of groove and
groove cross-sectional parameters. That is,QG

}n(D12/7W11/7)/(2D1W)4/7, whereD5d/r 2 and W5w/r 2 . To
maximize the groove flow,dQG /dw50 yieldsw5(22/7)d, or for
simplicity, w'3d. This gives the optimum groove width-depth
ratio. Since the groove reverse flow is related to the increase in the
main flow and flow angle, the above relationship is one of the
control parameters of rotating stall.

All the experimental data are formulated to deduce a relation-
ship between the inception of stall and the geometry of the
J-grooves for the vaned diffuser. The results are shown in Fig.
10~a!. Here, the percent of stalled flow range is calculated, where
the maximum measured stalled flow range in the vaneless case is
defined as 100 percent. It can be seen that only groove cross-
sectional parameters cannot explain all the experimental results.
The other groove geometric parameter is the length of the groove,
l, whose effect on suppressing rotating stall is shown in Fig. 6~d!.
By incorporatingl, a more reliable dependency between the sup-
pression of rotating stall and the groove geometry can be ex-
pressed as

JE No.5n3~d/r 2!12/73~w/r 2!11/7/$~2d1w!/r 2%
4/73~ l/r 2!

and can be seen in Fig. 10~b!. It can also be seen that an increase
in the JE No. decreases the stalled flow range, and for JE No.
>0.0024 there is no rotating stall for the entire flow range.

From the above results it is clear that the control of rotating
stall is based on the groove dimensions of width, depth, length
and number of grooves. The groove reverse flow is proportional to
the square root of the radial pressure gradient@to5(A/s)dp/dr
and to}QG

2 [QG}Adp/dr ~Eq. 7 @33#!# due to the centrifugal
force; therefore, the groove flow becomes stronger with a decrease
in the main flow. On the other hand, rotating stall becomes stron-
ger with a decrease in the main flow. Hence it can be realized that
the groove flow acts as an automatic control of rotating stall.

4 Conclusions
From the analysis of the above results, the following conclu-

sions can be drawn.

1 J-grooves can suppress rotating stall in the vaned diffuser for
the entire flow range.

2 An increase in the number, depth, width, and length of
J-groove decreases the stalled flow range but produces hydraulic
loss. For a part-load operation, shallow and wide grooves are
effective.

Fig. 10 Criteria of optimum J-groove dimension. Uncertainties
of stalled flow range †percent ‡ & JE No. are Á1.65 percent and
Á6.63 percent, respectively. „a… Without considering length of
the J-groove; „b… considering length of the J-groove
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3 J-grooves decrease the peak-to-peak pressure fluctuation of
the vaned diffuser almost by half. Also, the pressure fluctuation
decreases when there is no rotating stall.

4 The insertion of vanes in the diffuser decreases the stalled
flow range with a decrease in rotating stall frequency.

5 The vane setting location largely influences the stalled flow
range. For a constant vane angle, stalled flow range increases with
an increase in radial vane leading edge setting position.

Nomenclature

A 5 flow area@m2#
b 5 impeller/diffuser channel width@mm#
d 5 depth of J-groove@mm#
f 5 impeller frequency@Hz#

f c 5 rotating stall cell frequency@Hz#
g 5 acceleration due to gravity@m/s2#
H 5 total head@m#
l 5 average length of J-groove@mm#
n 5 number of J-groove

nc 5 rotating stall cell number
ns 5 specific speed@m, m3/min, rpm#
N 5 revolution per minute@rpm#
p 5 pressure@Pa#
Q 5 flow rate @m3/s#
r 5 radius or radial position@mm#

U 5 impeller speed@m/s#
V 5 fluid velocity @m/s#
w 5 width of J-groove@mm#
z 5 distance from the hub side diffuser wall

@mm#
a 5 flow angle@deg#
b 5 impeller/diffuser vane angle@deg#
h 5 efficiency
n 5 kinematic viscosity of fluid@m2/s#
f 5 flow coefficient@Q/A2U2#
r 5 density of fluid@kg/m3#
c 5 head coefficient@H/(U2

2/2g)#
V 5 nondimensional frequency@ f c / f nc#

Subscripts

1,i 5 inlet of impeller and diffuser, respec-
tively

2,o 5 outlet of impeller and diffuser, respec-
tively

r 5 radial component
v 5 diffuser vane

vd 5 vane design
u 5 tangential component

Superscripts

n,w,d,l 5 number, width, depth, and average
length of grooves, respectively

--n3--w3--d3--l 5 grooves’ combination for one set of ex-
periment
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Studies on a Horizontal Axis Wind
Turbine With Passive Pitch-Flap
Mechanism (Performance and
Flow Analysis Around Wind
Turbine)
This paper describes the development of a passive system to control the output power of
a horizontal axis wind turbine. This pitch-flap coupling mechanism can reduce rotor
power above rated wind speed. This mechanism has two kinds of blade motions: the
flapping and the pitching motions. In this paper, braking effects are investigated experi-
mentally. It is found that the breaking effect is improved when the ratio of pitch to flap
motions is large. Also, the flow pattern around the wind turbine is investigated. It is found
that the braking effects are caused by a couple of ring vortices.
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Introduction
With the increase in the size of wind turbines, it becomes more

important to secure their safe and reliable control when operating
in the harsh natural environment. The authors have developed a
passive pitch-flap mechanism that controls excessive output
power by horizontal axis wind turbines. The experimental subject
of this mechanism is a small size wind turbine~100 kW! that is
installed in a problematical site, such as a mountainous area. Prior
studies to suppress the excessive output are related to passive
pitch control, including flexible rotors@1,2#, but there is no appli-
cation to commercial wind turbines. In our previous paper@3#, the
behavior of the mechanisms were investigated experimentally
with a model wind turbine in a wind tunnel. In this paper, the ratio
of pitch to flap angles is varied within a range and the relationship
between this ratio and the braking effect on wind turbine is inves-
tigated experimentally. Also, the relationship between power sup-
pression and flow patterns around the wind turbine is investigated
through velocity distribution measurements and flow visualiza-
tions. It is found that at a certain ratio of pitch to flap angles, a
couple of vortex rings are generated in the wake of rotor when the
wind speed is above rated. The rotor torque is then reduced by
these special vortex rings. So far as the authors know, these phe-
nomena are found for the first time in wind turbine rotors. But the
vortex ring is known as the unique airflow pattern that occurs in
power settling of helicopters@4#. The details are described in the
following.

Experimental Apparatus and Methods
Figure 1 shows the experimental apparatus. A three bladed

horizontal axis model wind turbine with a diameter of 1.4 m is set
at 1 D ~D: rotor diameter! downstream from the wind tunnel out-
let. The wind tunnel is an open jet type with an outlet diameter of
1.8 m and a maximum wind speed of 15 m/s. The passive pitch-
flap mechanism~the details are given in Fig. 2! and a potentiom-
eter for flap angle measurement are set in the boss. A variable

speed generator, a torque meter, a rotational speed sensor, and an
azimuth angle sensor are positioned in a nacelle. The wind turbine
operates at variable speeds within a maximum rotational speed of
950 rpm. The rated wind speed for this model wind turbine is
about 11 m/s, so the experiments are carried out with wind speeds
ranging from 10-12 m/s. The wind speed is measured by a pitot
tube set at 0.5 D upstream of the rotor at the maximum power
coefficient. Figure 1~b! shows the dimension of the tapered and
twisted test blades. The velocity distribution around the rotor is
measured with a two-dimensional LDV. Tufted grid and smoke
visualization methods are used to investigate the flow pattern
around the rotor. The tufted grid and the smoke methods are ex-
plained in a later section.

Figure 2 shows the outline of the passive pitch-flap mechanism.
When the thrust force acting on the blade overcomes the setting
value ~initial flapping moment is 20.9 N•m!, the blades are in-
clined in the downstream direction. This is the flapping motion~z:
flap angle!. At the same time, the blade pitch, interlocked to the
flapping motion, is changed to the reverse pitch direction. This is
the pitching motion~g : pitch angle!. By using these coupled blade
motions, the excessive output power of rotor is passively sup-
pressed. Each blade is controlled independently by its own mecha-
nism. In the present experiment, the ratio of pitch to flap angles
~g /z! is varied from 1–3 by 0.5 increments.

Velocity Distribution Measurements With LDV. Figure 3
shows the outline of the velocity distribution measurements using
a two-dimensional laser Doppler velocity meter. The LDV system
is of a backscatter type with a 4 W Ar ionlaser. The focal length
is 1000 mm. The LDV probe is set in a device that can propel the
probe in both axial and radial directions and rotate the probe in the
X-Y plane. The measuring points are set from 0.8 D upstream to
0.8 D downstream with 0.1 D increments in the axial direction. In
the radial direction measurements are made from the rotating axis
to 1.0 R with 0.14 R increments in the upstream and from 0.28 R
to 1.4 R with 0.14 R increments in the downstream. The axial and
tangential velocities are measured. The azimuth angle of the rotor
blade is measured by an encoder with a 0.45-degrees resolution.
The signals from the LDV probe are stored in a PC through a
signal processor. The tracer with a diameter of 1 micrometer is
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poured at the wind tunnel inlet. It is made by a special smoke
generator and liquid. The radial velocities are measured with the
LDV probe set at two different yaw angles with respect to the
rotor plane.

Data Processing Method for the Velocity Measurement
Near the Rotor Plane. Figure 4 shows the relationship between
axial velocityu and azimuth anglec of the rotor plane. The zero
azimuth point is set at 60 degrees, before the test blade passes
through the measuring plane. The figure shows, as an example,
the result of fixed mechanism rotor~normal rotor! at r /R50.86,

n5690 rpm andU512 m/s. The number of samples for each
measuring point is 2000. The measuring azimuth angle is limited
to the range 0–120 degrees. The phase-lock averaged value is
made with about 8 data samples for each azimuth angle~0.45
degrees interval!. The error bars indicate the scatter in measured
values. The blade passes the measuring point atc560 degrees;
consequently, velocity data cannot be measured there. Therefore,
in the following discussion, ‘‘the velocity’’ refers to the averaged
velocity, calculated from available data.

Experimental Results and Discussions

Performance of the Wind Turbine Which Has Passive
Pitch-Flap Mechanism

Performance With Varying Ratios of Pitch to Flap Angles.In
our previous paper@3#, the performance of this mechanism with a
ratio of pitch to flap angles of 1 was investigated. In this paper,
the performance of this mechanism with varying ratios of pitch to
flap angles from 1–3 by 0.5 increments is investigated experimen-
tally. Figure 5~a! shows the power coefficientCP , and the torque
coefficient CQ as a function of tip speed ratio,l. Figure 5~b!
shows the flap angle,z, and the pitch angle,g, as a function of tip
speed ratio,l. The initial pitch angle is 0 degrees. As shown in
Fig. 5~a!, the maximum power coefficient of the fixed rotor is
CPmax50.40 at lopt53.5. In case of the passive rotor with the
ratio of g/z53, it is CPmax50.39 atlopt53.1. For the wind tur-
bine with passive rotor, the mechanism becomes active above the
optimum tip speed of the rotor. The output is then lower than that
of the fixed rotor. The tip speed ratios for a zero power coefficient

Fig. 1 „a… Experimental apparatus; „b… dimensions of test
blade

Fig. 2 Overview of pitch-flap mechanism

Fig. 3 Schematic diagram of two-dimensional Laser Doppler
velocity meter

Fig. 4 Relation between axial velocity u and azimuth angle c
for fixed rotor at xÄ0
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~the no-load operating condition!, are lmax55.5 for g/z51,
lmax54.5 forg/z52, andlmax54.25 forg/z53. Power suppres-
sion abovelopt becomes more pronounced as the ratio ofg/z is
increased. From Fig. 5~b!, it can be seen thatz starts to increase
after l52.9, andz becomes slightly larger with increasingg/z at
fixed l. The effect of variation of the ratiog/z is very small. On
the other hand,ugu becomes larger with increasingg/z at fixedl.
The pitching motion of blade is more effective for power suppres-
sion than the flapping motion.

Relationships Between Wind Velocity and Output Suppression.
Figure 6~a! shows the output powerP, and Fig. 6~b! the flap angle
z, and the pitch angleg as functions of the rotational speed of the
rotor, n, respectively. The maximum power output of the passive
rotor for g/z53 is 650 W for 12 m/s, 480 W for 11 m/s and 360
W for 10 m/s. The excessive increase of the rotational speed of
the rotor is discussed under the assumption that the output power
of a variable speed generator is kept constant while the wind
speed is increased from 10 m/s~rated wind speed! to 12 m/s. For
the fixed rotor case~shown by lines!, the rotational speed of the
rotor increases from 460 rpm, which is the optimum for 10 m/s–
930 rpm for 12 m/s. The increase in rotational speed is thus 470
rpm. For the passive rotor withg/z53 ~shown by markers!, the
rotational speed of the rotor increases from 460 rpm to 615 rpm.
The increase in rotational speed is only 155 rpm. Thus, by apply-
ing this mechanism, the excessive increase of rotational speed of
the fixed rotor is suppressed to about one-third. In this process, the
flap angle increases from 0–2.1 degrees and the pitch angle de-
creases from 0–6.3 degrees.

In the next chapter, power suppression achieved with this
mechanism is discussed from the viewpoint of the flow pattern

around the wind turbine. The operating conditions for the flow
analysis are at the maximum power coefficient of the passive ro-
tor, pointa ~Fig. 6~a!!, at n5690 rpm for the fixed rotor, pointb
~Fig. 6~a!!, and at no-load operation,P50W, n5690 rpm, for the
passive rotor, pointc ~Fig. 6~a!!.

Flow Analysis Around Wind Turbine Using Velocity
Measurements

Velocity Vector Distributions at Maximum Power Coefficient
for the Passive Rotor, and at n5690 rpm for the Fixed Rotor.
Figure 7~a! shows the velocity vector distributions and the equal
velocity lines of the axial component at the maximum power co-
efficient (CP50.39, solid lines! of the passive rotor and atn
5690 rpm (CP50.36, dotted lines! with fixed rotor at a wind
speed of 12 m/s. For the passive rotorCP50.39, the flow behind
the rotor expands in the radial direction and the axial velocity
downstream of the blade tip becomes half the wind speed. This is
almost the optimal flow pattern around a wind turbine rotor@5#. In
the case ofCP50.36 with the fixed rotor, the axial velocity dis-
tribution is almost the same as the passive rotor results, except for
the ū/U50.25 area downstream of the blade tip.

Velocity Vector Distribution With Passive Rotor in Power Sup-
pressed Operation. Figure 7~b! shows the velocity vector distri-
bution at a wind speed of 12 m/s, with passive rotor running at
P50W (CP50, n5690 rpm! when power is suppressed suffi-
ciently. The flow upstream of the rotor deflects to the outside of
the rotor as it approaches the rotor. At the rotor plane, the flow
near the center axis flows downstream, while the flow near the tip
(r /R.0.85) flows upstream with a strong expansion to the out-
side. Downstream of the blade tip (0.8,r /R,1.2,0,x/D
,0.5), there is a reversed flow which has a negative axial veloc-
ity component (ū/U,0). The detail of the reversed flow area is
discussed together with the results of the flow visualization. In the

Fig. 5 „a… Power coefficient CP and torque coefficient CQ as a
function of tip speed ratio l for fixed rotor and passive rotor
„uncertainty in CP : less than Á0.4 percent, in CQ : less than
Á0.3 percent, in l: less than Á0.2 percent …; „b… flap angle, z,
pitch angle, g, as a function of rotational speed of rotor n „Un-
certainty in z: less than Á0.1 degree, in g : less than Á0.3
degree …

Fig. 6 „a… Output power P as a function of rotational speed of
rotor n „Uncertainty in P: less than Á3 W, in n: less than Á1
rpm …; „b… flap angle, z, pitch angle, g, as a function of rotational
speed of rotor n „Uncertainty in z: less than Á0.1 degree, in g:
less than Á0.3 degree …
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next chapter, this power suppression mechanism is discussed
based upon the axial velocity distribution atx50 ~rotor plane!.

Power Suppression Mechanism Explained With Axial Velocity
Distribution at Rotor Plane. Figure 8~a! shows the distributions
of measured axial velocity,u, in the rotor plane at a wind speed of
12 m/s. The attack angle, Fig. 8~b!, the thrust forcedT, Fig. 8~c!,
and the torquedQ, Fig. 8~d!, which are calculated fromu andn

are also depicted. The distributions with the passive rotor at opti-
mum operation (CP50.39,n5504 rpm,z51 deg!, at CP50.31,
n5573 rpm, z52 deg and at sufficiently suppressed operation
(CP50, n5690 rpm,z53.2 deg! are depicted by a thin line, a
thin broken line, and a thick solid line, respectively. The distribu-
tions with fixed rotorCP50.36, n5690 rpm are described by
thick broken lines.

Figure 9 shows the relationship between the liftdL, the drag
dD, the attack anglea, the initial setting pitch angleu, the pitch-
ing angleg, and the relative angle of inflowb on a unit element of
the rotating blade. The functional relationship between the torque

Fig. 7 „a… Axial and radial velocity distribution for passive rotor „nÄ504 rpm,
CPmax… and fixed rotor „nÄ690 rpm … „Uncertainty in ū ÕU: less than Á0.5 percent …;
„b… axial and radial velocity distribution for passive rotor „nÄ690 rpm, CPÄ0… „Un-
certainty in ū ÕU: less than Á0.5 percent …

Fig. 8 Relationships among radius r, axial velocity u, attack
angle a, thrust dT and torque dQ „Uncertainty in u: less than
Á0.06 mÕs, in a: less than Á0.4 degree, in dT: less than Á1 N, in
dQ: less than Á0.08 N"m…

Fig. 9 „a… Lift and drag acting on the element of rotating blade
at normal state; „b… lift and drag acting on the element near the
blade tip at braking state
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dQ, the thrust forcedT, and above values for the considered
blade element are expressed in the following equations@6#:

b5tan21~u/rV!,a5b2~u1g! (1)

dL51/2r$~rV!21u2%CL~a!c
(2)

dD51/2r$~rV!21u2%CD~a!c

dQ5~dL sinb1dD cosb!r
(3)

dT5~dL cosb1dD sinb!

The thrust distributions, Fig. 8~c!, calculated from the measured
data using Eqs.~1!–~3!, become large near the blade tip in all
operating conditions. ThedT distribution at optimum operation is
the smallest, and it increases in order atCP50.31~z52 deg!, and
at CP50 ~z53.2 deg!. In the case of the passive rotor, the mo-
ment around the flapping axis caused by the thrust force becomes
larger as tip speed increases. This makes the blade incline until the
moment equivalent to the restoration moment by the spring and
damper and inertial forces is achieved. The flap angle is depen-
dent on the magnitude of the moment generated by the thrust
force. The thrust force atCP50 is larger than that with the fixed
rotor at the same rotational speed. The reason is that the attack
angle with the passive rotor is larger than that with the fixed rotor
at 690 rpm.

The dQ distribution at optimum operation becomes large near
the blade tip. ThedQ distributions atCP50.31 is a little smaller
than in the optimum situation. ThedQ distribution atCP50 has
a negative value near the blade tip. Thus the blade elements near
the tip work as a brake and power is sufficiently suppressed. Fig-
ure 9~b! shows the relationships among the vectors of axial wind
speed, rotational speed, and relative wind speed. The reversed
flow happens near the blade tip in Fig. 7~b! and, namely, the
directionu becomes negative. The resultant force of lift and drag
on the blade elements produces the negative torque. On the other
hand, the blade elements of the inner part of the rotor generate
positive torque, and it is clear that the passive rotor obtains the
no-load operation with a torque balance of the inner part and the
near tip area. On the contrary, thedQ distribution with the fixed
rotor is reduced only a little near the tip compared to the optimum
operation.

Flow Analysis Around Rotor by Visualization Method

Flow Visualization by Tufted Grid and Smoke Methods.Fig-
ure 10~a! shows the flow visualization method of axial and radial
flow by a tufted grid. The tufted grid is set on a horizontal plane
(X-Y plane! at the height of rotor axis, and the flow patterns are
recorded by a camera which sits above the grid. The tufts are
attached radially from 0.3 R–1.4 R in 0.1 R increments on a 0.4
mm wire grid. The grid in downstream is set from 0.1 D–0.5 D
downstream in 0.05 D increments and from 0.5 D–0.8 D in 0.1 D
increments. The tufts are made from unbound nylon ribbon with
adjusted length. Two lights are used for lighting tufts to avoid the
shadow area and they are set for lighting tufts only without back-
ground. The tufts that are attached at the first three lines from the
rotor can rotate around the grid wire to improve the response to
flow fluctuations. Furthermore, the fine tufted grid is used for the
passive rotor atCP50, because of the complex flow pattern
around the blade tip. The tufted grid for visualization around the
blade tip has a tuft length of 30 mm, located every 0.05 R. These
tufts are made from unbound silk cord, which can also rotate
around the grid wire. Furthermore, the tufts are set upstream of
the rotor to investigate the relationship between the outer flow and
the tip vortex of the blade. Figure 10~b! shows the setup of the
tufted grid for radial and peripheral flow at 0.1 D downstream of
the rotor. The tufted grid is set parallel to the rotor plane (Y-Z
plane! and the flow pattern is recorded by a camera set behind the
rotor. A strobe light, which is synchronized to the rotational speed
of rotor, is used for flow visualization according to the azimuth

angle of the rotor. The shutter speed of the camera is very slow,
about 4 s, so that during the recording the number of rotor revo-
lutions was about 50. Figure 10~c! shows the flow visualization
method by smoke@7#. The smoke is poured through an upstream
nozzle and lighted by a laser light sheet. The flow pattern is re-
corded by a camera set downstream. The spread of the laser light
sheet is only 20 degrees, so the whole of the rotor cannot be
visualized at one time. So the flow is visualized part by part at
some angular position of the light sheet and the nozzle, and are
afterwards combined to show the whole rotor.

Fig. 10 „a… Schematic outline of tufted grid method at X-Y
plane; „b… tufted grid method; „c… smoke method
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Flow Visualization Results by Tufted Grid Method

Flow Pattern at Maximum Power Coefficient(CP50.39).
Figure 11 shows the flow pattern at maximum power coefficient
with the passive rotor. The wind speed is set at 12 m/s, the pitch
angle is 0 degrees, and the tip speed ratio islopt53.1 (n5504
rpm!. The trace of tip vortex is described on the base of the results
of velocity distribution measurements. The tufts behind the rotor
become narrowly shaped with a slight inline to outside spread in
the radial direction. These tufts show that the flow with rotor
energy extraction expands downstream. The tufts downstream and
at a radius greater than the blade tip become fan-shaped. It is
presumed that the tufts are given a rotational velocity component
from tip vortices. The tip vortices flow downstream while drawing
a spring-shape trace. The result from the fixed rotor is now shown
here, because it has almost the same flow as the passive rotor.

Flow Pattern Downstream of Passive Rotor at Zero Output
Power (CP50). The flow pattern atCP50, n5690 rpm, point
c ~Fig. 6~a!! is considered. Figure 12~a! shows the flow visualiza-
tion by tufted grid onX-Y plane,z50, which includes the rota-
tional axis. Figure 12~b! shows the flow visualization by tufted
grid on Y-Z plane,x50.1 D, which is set parallel to rotor. The
rotor revolution is counterclockwise. White arrows show the tan-
gential velocity distributions atx50.1 D. The wind speed setting
is U512 m/s. Figure 13 shows smoke visualization 0.1 D down-
stream of the rotor. In this visualization, the wind speed is set at
U54 m/s, the maximum for visualization by smoke. AtU54 m/s
the passive mechanism does not work, so the blade angles are set
the same as the initial running conditionCP50, z53.2 deg. The
tip speed ratio isl54.25 ~the same value as 12 m/s! for CP50.
Therefore, it was assumed that the flow pattern for 4 m/s is similar
to that of 12 m/s,CP50. Figure 14 summarizes the results of
Figs. 12~a!, ~b!, and 13. The flow field is rather complex, and
therefore Table 1 is set up by pigeonholing the experimental re-
sults. The visualizations can be summarized as follows; a vortex
ring that has a strong spin and donut shape is formed near the
blade tip area. A large-scale vortex ring that has weak counter
spin is created inside of the previous vortex ring. Inside of the two
vortex rings, a rather strong axial flow is dominant along the boss.
It is supposed that the reason the strong vortex ring emerges near
the tip of the rotor is that when the rotational speed of rotor
increases, the blades begin to incline downstream, as explained in
Fig. 5 and Fig. 8. From the axial velocity distribution of Fig. 8~a!,
it can be seen that the axial velocity around the blade tip decreases
with the increase of rotational speed fromn5504 rpm, CP
50.39, z51 deg–n5573 rpm, CP50.31, z52 deg. When the
rotational speed of rotor increases further and the flapping angle
of blades becomez53.2 deg, the tip vortices produced by the
three blades join together and make a strong vortex ring. The

Fig. 11 Flow visualization for passive rotor „gÕzÄ3… at CPmax

Fig. 12 Flow visualization by tufted grid method on X-Y „axial …
„a… Axial plane „X-Y…, zÄ0; „b… rotor plane „Y-Z…, xÄ0.1D

Fig. 13 Flow visualization by smoke method on Y-Z „rotor …
plane, xÄ0.1D for passive rotor „gÕzÄ3… at CPÄ0, UÄ4 mÕs
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emergence of a large-scale weak vortex ring with counter spin can
be explained by the following: first, a part of the fluid adjacent to
the strong vortex ring is pulled upstream by the strong vortex, and
second, further inboard the flow is pulled downstream by the inner
axial flow.

Conclusion
The following conclusions can be drawn from the above

discussions:

1 The pitching motion of blade is more effective for power
suppression than the flapping motion. When increasing the ratio of
the pitch angle to the flap angle from 2.5–3, the power suppres-
sion effect improves in the high tip speed region above the opti-
mum tip speed ratio.

2 When the output power is suppressed sufficiently by this
mechanism, a couple of concentric vortex rings emerge in the
wake of the rotor. A negative torque at the blade tip which is
caused by the reversed flow related to these vortex rings sup-
presses the rotor torque.

Nomenclature

c 5 chord length@m#
CP 5 power coefficient5P/((1/2)rU3pR2)
CQ 5 torque coefficient5Q/((1/2)rU2pR3)

n 5 rotational speed of rotor@rpm#
P 5 output power5QV @W#
Q 5 torque@N•m#
r 5 radial position@m#
R 5 radius of rotor@m#
U 5 wind velocity @m/s#
V 5 angular velocity@rad/s#

Additional nomenclature is explained in the text
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On Cross-Flow Fan Similarity:
Effects of Casing Shape
The limited number of experimental investigations on similarity operation in the literature
is not sufficient to state the validity of similarity laws for cross-flow fans. This is also due
to the operating conditions occurring in practical applications, where the values of im-
peller size and rotational speed generally result in low Reynolds numbers and, then, in a
non-negligible influence of viscous forces on performance. The analysis is further com-
plicated by the high influence of the casing shape on performance, which can lead to
induced effects on similarity operation. An experimental test program is presented in this
paper, aimed at understanding the influence of Reynolds number on performance for
different casing shapes. Five impellers having similar shape and different dimensions
were tested, each one matched with five casings at different rotational speed. The results
show that similarity laws can be applied with good approximation above critical blade
Reynolds numbers of around 4000 to 15,000, depending on the geometrical characteris-
tics of the casing. The strong scale effect, shown by some authors in the literature, is not
observed in these tests.@DOI: 10.1115/1.1379033#

1 Introduction
Cross-flow fans are not so widely used in industrial and domes-

tic applications as axial or centrifugal fans. However, they are
particularly suitable in applications where the radial room is lim-
ited. High mass flow rates can be generated by simply increasing
the impeller length without increasing the rotational speed or di-
ameter; this gives the further advantage of less noise. Cross-flow
fan operating conditions generally imply low values of Reynolds
number, and the influence of flow viscosity on fan performance
can be quite important. This fact precludes using the Similarity
Laws to predict fan performance in the study of fan operation or
design. Only a few discussions on the effects of Reynolds number
and fan dimensions have been given by Ilberg and Sadeh@1#, Eck
@2# and Lajos and Preszler@3–5#. Experimental investigations to
verify the validity of Similarity Laws have been made by Tanaka
and Murata@6,7#. However, a final conclusion is far from being
reached.

Lajos and Preszler@3# cited a doctoral work by W. Engelhardt
in which the Similarity Laws are considered to be valid for blade
Reynolds numbers higher than 5000, but they did not specify the
fan geometrical characteristics. Tanaka and Murata@6,7# pre-
sented the most detailed analysis on similarity operation in the
literature for cross-flow fans. They carried out experimental inves-
tigations on three fans having different dimensions and an ap-
proximately constant ratio between homologous geometrical di-
mensions. They found that fan performance curves are affected by
flow viscosity for Reynolds numbers lower than 10,000–15,000.
Moreover, they observed that fan performance curves are also
influenced by the impeller dimensions. A larger impeller diameter
results in an approximately proportional increase in the maximum
flow coefficient. The same authors, after studying the flow field
within the impeller, concluded that:

• the similarity of the flow field pattern within the impeller is a
sufficient but not a necessary condition for obtaining the same
values of pressure and flow coefficients; and

• the maximum energy transfer occurs in the flow field zone
closest to the vortex periphery. For increasing impeller dimen-
sions this zone becomes proportionally larger, the vortex dimen-
sion becomes smaller, and higher flow and pressure coefficients
are then obtained.

Thus, according to these authors, the similarity conditions are
not fulfilled for either the low Reynolds number operating condi-
tions or for the influence of fan dimensions. On the basis of their
experimental findings, Tanaka and Murata@7# suggested it is ad-
vantageous to include the Reynolds number and scale effects on
the pressure and flow coefficients.

Other studies in the literature~Porter and Markland@8#, Murata
and Nishihara@9,10#, Martegani et al.@11#, Lazzaretto et al.@12#!
have demonstrated that fan performance curves are strongly af-
fected by the vortex shape and dimension, which, for a given
impeller, are influenced by the shape and dimension of the casing
walls. These findings suggest further studies of the effects on fan
performance of Reynolds number and fan dimensions under var-
ied casing geometrical characteristics.

This is the aim of this work, in which the results of experimen-
tal tests on five impellers having similar geometrical characteris-
tics are presented. Each impeller was matched with five different
rear casing walls and a flat vortex casing wall. Impeller diameters
ranging from 86–200 mm were chosen, because this range covers
a wide variety of practical applications, excluding miniature ap-
plications such as the cooling of small electronic devices. Particu-
lar attention was paid in the fan construction and assembly to
accurately produce fan configurations in geometrical similarity.
The operating characteristics~pressure, flow rate, power, and ef-
ficiency! of each fan configuration were measured while varying
the rotational speed from a minimum value to the limit of me-
chanical resistance. Interesting conclusions on the applicability of
Similarity Laws are obtained, often in disagreement with the re-
sults of previous experiments in the literature.

2 Test Rig
To test cross-flow fans of variable dimensions and rotational

speed, a test rig~Fig. 1! was arranged following the UNI 10531
@13# standard~equivalent to ISO 5801@14#! on industrial fan test
methods and acceptance conditions. The static pressure measure-
ments were performed by means of three water micromanometers,
one of which was of differential type for flow rate measurement.
The direct current motor includes a tachometric dynamo for mea-
surement of rotational speed. Torque was measured using a load
cell arranged in the statoric part of the motor. The arrangement of
the test rig allows the test of cross-flow fans having diameters up
to 250 mm and lengths up to 400 mm, with different types of
casings.
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2.1 Impellers. The impellers were built in geometrical simi-
larity. A shape similar to the one suggested by Porter and Mark-
land @8# was chosen, because of the high performance of that
impeller over a wide range of flow rates~see@8,12#!. The outer
diameters, equal to 86, 100, 119, 152.4, and 199 mm, were se-
lected to cover the most common dimensional ranges of practical
applications.

To guarantee a precise blade geometrical similarity, the 24
blades were constructed by turning steel pipes until the correct
inner and outer blade radii were generated. Each blade was then
obtained by a longitudinal laser cut. A laser cut was also used to
produce the correct stagger angle~g514.3 deg in Fig. 2! of the
slots on the lateral disks in which blades are fitted. The internal
and external blade angles are equal tob1570 andb2538 deg.
The other geometrical characteristics~Fig. 2! are D2 /D150.81,
L/D251.5, Rb/D250.072, ands/D250,015.

2.2 Casing Walls. To analyze the influence of the geometri-
cal characteristics of the casing on fan performance, five casing
configurations were built for each impeller. To facilitate the con-
struction of the casing walls and to reproduce them in geometrical
similarity, high density polystyrene was used, as it can be easily
cut using laser technology after drawing the wall shape using a
CAD system. This technique had proved to be very satisfactory in
the experiments performed earlier@11,12#.

Rear Wall. To vary the radial width using a single parameter,
a logarithmic spiral rear wall was considered, as already suggested
by Porter and Markland@8#. Its profile was obtained by

R5R0eu/u* 5R2S 11
eR

R2
Deu/u* (1)

whereR0 is the radius at the beginning of the casing rear wall
profile at the suction side,u and R are the angle and radius that
define a generic point of this profile, andu* is a parameter that
defines the radial width. The rear wall profile starts at the angle
a0530 deg measured from the horizontal axis of the impeller

~Fig. 3!. At this point, the radial clearance between rear wall and
impeller~eR in Eq. ~1!! is 0.0413D2 . The log spiral arc of the rear
wall covers the anglel5135 deg.

On the basis of the rear wall shapes studied in the literature
@2,8,9,12#, the value ofu* was varied in the range 359–139 deg,
considering the three following rear walls:

• a small width rear wall, havingu* equal to 359 deg~R1 in
Fig. 3!, similar to the rear wall patented by Eck@2#;

• an intermediate width rear wallhavingu* equal to 191 deg;
and

• a large width rear wall, havingu* equal to 139 deg.

Two configurations were considered for the rear walls R2 and
R3, by varying the type of discharge duct. The first configuration,
having acurved discharge ductof sinusoidal shape, linked the end
of the log spiral profile with the discharge section~Fig. 3! so that,
for a fixed position of the vortex wall, the height of the discharge
section is the same for both rear walls. These two walls are indi-
cated as R2c and R3c in Fig. 3. The second configuration having
a rectilinear discharge duct, consequently produces different val-
ues for the height of the discharge section. These two walls are
indicated as R2r and R3r in Fig. 3. Only the rectilinear discharge
duct, having the same height as the discharge section of the two
walls R2c and R3c, was used for the rear wall R1.

Vortex Wall. A thin and flat horizontal vortex wall of constant
thickness (S/D250.13) and having a rounded front edge was se-
lected. This choice was based on the high performances obtained
in @11,12# using this vortex wall matched with most of the rear

Fig. 1 Schematic of the test rig

Fig. 2 Detail of the impeller blade Fig. 3 Geometric configuration of the casing walls
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walls selected here. The minimum radial clearance (ev) between
vortex wall and impeller was kept constant at 0.066D2 for all the
casing configurations.

3 The Test Program
The experimental tests were organized as illustrated by the

‘‘test tree’’ in Fig. 4. Each of the five casing rear walls described
in Section 2.2 was matched with the vortex wall described in the
same section. For a given rear wall, the height of the vortex wall
~hd in Fig. 3! strongly affects fan performance curve@12#. Among
the various values ofhd /D2 tested in that paper, those shown in
Fig. 4 were chosen. This resulted in the more stable characteristic
curves having the highest value of the total pressure coefficient in
the maximum efficiency operating conditions.

The five casing configurations obtained in this way were then
tested in conjunction with the five impellers having different di-
ameters~86, 100, 119, 152.4, 199 mm! and similar geometrical
shape. The rotational speed of each impeller was varied until the
limit of mechanical resistance. The values of rotational speed
adopted in the tests and the associated values of Reynolds num-
ber, based on the blade chord and rotor tip speed, are shown in
Fig. 4.

4 Results of the Experimental Tests

4.1 Effects of Reynolds Number on Fan Performance.
To analyze the effects of Reynolds number on fan performance,
separate assessments will be made in the following for each dif-
ferent radial width of the casing rear wall, since this variable
strongly affects fan performance. The values of the total pressure
coefficient (C t) versus the flow rate coefficient~f! for the casing
rear walls R1, R2c, R2r, R3c, and R3r are presented in Figs. 5–9,
respectively. The five diagrams in each of these figures are the
results obtained from the experiments with the five impellers hav-
ing similar shape and different diameters. Each diagram includes
several curves associated with various rotational speeds, i.e., vari-
ous Reynolds numbers. Total pressure data were measured under
the full spectrum of conditions from fully closed~null flow rate!
to fully open~corresponding to null static pressure at the fan dis-
charge section!.

Small Width Casing Rear Wall (R1).An unstable trend of the
characteristic curves is obtained for low values of the flow rates,
when using the small width rear wall~Fig. 5!. Moreover, the
maximum values of the total pressure coefficient are quite low
~1.6–1.7! with respect to those obtained using the other fan con-
figurations. A sudden drop in the total pressure coefficient is ob-
served at Reynolds number ranging between 1000–1700, depend-
ing on the fan dimensions. Above these points where the sudden
drop occurs, the characteristic curves are very close to each other;
they are almost superimposed for Reynolds numbers approxi-
mately equal to 4000–5000. Thus, the critical Reynolds number is
around these values. These effects are observed within the zone of
medium to high values of the flow coefficient~.0.2–0.3!, which
is the most interesting in practical applications. In the range of
lower values of the flow coefficient, the characteristic curves are
more separate. In this range, however, a lower reliability of these
measurements was obtained due to the unstable operation of the
system fan-test chamber.

Intermediate Width Casing Rear Walls (R2c, R2r).The char-
acteristic curves obtained using the intermediate width rear wall
with a curved discharge duct~R2c, see Fig. 6! are more regular
and flat than those produced by rear wall R1. In fact, a larger
width allows the vortex to move along the impeller blades as the
flow rate is throttled, as shown in@8,15#. The high values of the
pressure and flow coefficient demonstrate the strong influence of
the casing’s geometrical characteristics on fan performance
curves.

For the smaller fans~D2586, 100! the range of rotational speed

considered here~400–2000 rpm! leads to more separate charac-
teristic curves~pressure and flow rate increase with Reynolds!
than for the larger ones because of the effects of flow viscosity.
These effects tend progressively to disappear as Reynolds ap-
proaches 6000–7000.

As the fan dimensions increase, under increasing Reynolds
number~below its critical value! the characteristic curves become
progressively closer to each other. However, the critical Reynolds
number remains around 6000–7000, independent of fan
dimensions.

Using the rectilinear discharge duct~R2r, see Fig. 7!, the pres-
sure coefficient is generally lower and the maximum flow rate is

Fig. 4 Test tree
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higher. An increase in the Reynolds number~below its critical
value! has the effect of increasing the flow rate more than the
pressure compared to the curved discharge duct. This effect is
stronger for smaller fan dimensions. The critical Reynolds number
remains approximately the same~6000–7000! as when using the
curved duct.

Large Width Casing Rear Walls (R3c, R3r).As already dem-
onstrated@12#, the characteristic curves become very stable when
using a large width rear wall~Figs. 8 and 9!. At the same Rey-
nolds number, these curves are slightly more divergent than for
the intermediate width rear wall. This effect is higher for larger
fan dimensions. Accordingly, the critical Reynolds number tends

Fig. 5 Casing rear wall R1, having u*Ä359 deg in Eq. „1…

Fig. 6 Casing rear wall R2c, having u*Ä191 deg in Eq. „1… and curved discharge duct
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to be higher. For the smaller impellers, an increase in the rota-
tional speed beyond the limits of structural resistance would be
needed to reach this value, whereas the characteristic curves are
almost superimposed for the bigger ones when Reynolds is around
15,000.

As already seen for the rear wall R2r, the rectilinear discharge
duct generally increases the flow rate coefficient. Still, an increase
of the Reynolds number~below its critical value! has the effect of
increasing the flow rate more than the pressure compared to the
curved discharge duct; this effect is observed for all fan dimen-

Fig. 7 Casing rear wall R2r, having u*Ä191 deg in Eq. „1… and rectilinear discharge duct

Fig. 8 Casing rear wall R3c, having u*Ä139 deg in Eq. „1… and curved discharge duct
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sions. Although the critical Reynolds number was not reached for
the smaller impellers, it seems not to change significantly when
using a rectilinear discharge duct. For the bigger diameters~152.4
and 200 mm! it is still around 15,000.

4.2 Effects of the Geometrical Characteristics on Fan Per-
formances at Constant Reynolds Number. By observing the
characteristic curves obtainedabove or close to the critical Rey-
nolds numberin Figs. 5–9, it is apparent that for casing R1, no

Fig. 9 Casing rear wall R3r, having uÄ139 deg in Eq. „1… and rectilinear discharge duct

Fig. 10 Reynolds Ä1.68 E¿3
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significant scale effects appear. The characteristic curves for Rey-
nolds numbers higher than critical have very similar shapes for
different fan dimensions~a slight decrease of the total pressure
coefficient is observed only for the smaller fan dimensions!. With
casing R2c, the characteristic curves become progressively more

stable as the fan dimensions increase. With casing R2r, no signifi-
cant scale effects appear. Finally, with casings R3c and R3r, the
characteristic curves become progressively more stable as the fan
dimensions increase.

Although the relationships are not extremely clear due to the

Fig. 11 Reynolds Ä4.06 E¿3

Fig. 12 Reynolds Ä6 E¿3
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high number of variables affecting fan performance, it seems that
the scale effect has a limited influence on fan performance. This
effect is slightly higher for the casing having bigger radial width
and curved discharge duct that shows characteristic curves pro-
gressively more stable for larger fan dimensions.

For further analysis, characteristic curves obtained for all five
casings at constant Reynolds numbersbelow the critical value,
approximately equal to 1700, 4000, and 6000, are compared in
Figs. 10–12. Conflicting effects were obtained for the small width
rear wall ~R1!, where there is a stronger interaction between the
internal vortex and rear wall very close to the impeller. In fact, for
very low Reynolds numbers~Fig. 10! when the influence of flow
viscosity is high, an increase in the fan dimension leads to a
decrease in the total pressure and flow rate coefficients. Con-
versely, for higher Reynolds numbers~Figs. 11 and 12! the oppo-
site occurs.

On the other hand, a quite clear indication is obtained for the
intermediate and large width rear walls. For each of the Reynolds
numbers considered here~Figs. 10–12!, the slope of the charac-
teristic curve slightly decreases~the curves become more stable!
as the impeller diameter increases. As a consequence, in the
range of flow rate of practical applications~f.0.220.3!, the
total pressure coefficient decreases with an increase in the fan
dimensions.

These results conflict with those obtained by Tanaka and Mu-
rata @6,7#, who tested three impellers having similar dimensions
but different shape from those used here. They observed a strong
scale effect for Reynolds numbers approximately equal to 4500
and they stated that the same effect occurs also above the critical
Reynolds number~10,000–15,000!: for larger diameters the char-
acteristic curves are ‘‘stretched,’’ i.e., the pressure coefficient re-
mains approximately constant whereas the flow rate progressively
increases.

5 Conclusions
The effects of Reynolds number and dimensions on similarity

operation of cross-flow fans are investigated in this work. Various
fan configurations, characterized by different geometrical charac-
teristics of the casing, dimensions and rotational speed were tested
to cover a wide range of practical applications. The following
main conclusions can be drawn:

- In the range of dimensions and rotational speed usually met in
practical applications, cross flow fans often operate below the
critical Reynolds number where fan performance is affected by
viscous forces.

- The critical Reynolds numbervaries depending onthe casing
shape. It is then advantageous to make separate conclusions for
each radial width of the rear wall, which is the geometric factor of
the casing which more greatly affects the operating conditions
under similarity. Using a flat horizontal vortex wall of constant
thickness, the critical Reynolds number is around 4000–5000 for
the rear wall of the casing having smaller radial width, is around
6000–7000 for the intermediate width, and it increases up to
15,000 for the largest radial width. No significant variations in the
critical Reynolds number are observed when using a rectilinear
discharge duct instead of a curved one for the intermediate and
bigger radial width rear walls.

- The drop in fan performancebelow the critical Reynoldsis
very sudden at Reynolds numbers ranging between 1000–1700
when using the small width rear wall, whereas it is more gradual
for the two rear walls having bigger radial width. For these walls
the use of a rectilinear discharge duct has the effect of increasing
the flow rate more than the pressure compared to the curved dis-
charge duct.

- From the practical point of view, similarity laws cannot be
applied when the impeller diameter is lower than 100 mm and the
rotational speed is lower than 1500–2000 rpm; below these val-
ues, changes in the rotational speed lead to quite important devia-
tions in the characteristic curves.

Although some of the results are quite difficult to interpret due
to the high number of variables affecting fan performance, it
seems that thescale effecthas a limited influence on fan perfor-
mance.Above the critical Reynolds number, this effect is slightly
higher for the casing having a bigger radial width and curved
discharge duct. Thus this configuration shows characteristic
curves progressively more stable for higher fan dimensions, which
leads to a decrease in the total pressure coefficient within the
range of flow rates typical of practical applications.Below the
critical Reynolds number, conflicting effects were obtained for the
small width rear wall. For very low Reynolds numbers, an in-
crease in the fan dimension leads to a decrease in the total pres-
sure and flow rate coefficients; the opposite occurs for higher
Reynolds numbers. Clearer indications are obtained for the inter-
mediate and large width rear walls for which the characteristic
curves become more stable as the impeller diameter increases~the
effect is the same that appears above the critical Reynolds
number!.

These results are inconsistent with previous experiments of
Tanaka and Murata@6,7# who found a strong scale effect on fan
performances. Note that this analysis applies only to the impeller
shape considered here. A variation in the geometrical characteris-
tics of the impeller might alter the above indications.
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Nomenclature

flow coefficient 5 F5
qn

L•D2•u2

total pressure coefficient5 C t5
pt

1
2•r•u2

2

blade Reynolds number5 Re5
u2•cp

n whereu25
2•p•n

60 •

D2

2
D1 5 impeller internal diameter@m or

mm#
D2 , R2 5 impeller external diameter, radius

@m or mm#
R 5 generic radius of the casing rear

wall @m#
Rb 5 blade internal radius@mm#
hd 5 distance between the lower tangent

to the impeller and the vortex wall
~Fig. 3! @mm#

eR , eV 5 radial clearance between impeller
and rear wall, between impeller and
vortex wall @mm# ~Fig. 3!

a0 5 angle between the beginning of the
casing rear wall and the horizontal
axis of the impeller@degrees#; ~Fig.
3!

g 5 blade stagger angle@degrees#
b2 , b1 5 blade external and internal angle

@degrees#
l 5 rear wall casing angle@degrees#
s 5 blade thickness@mm#
S 5 vortex wall thickness@mm#

qv 5 volumetric flow rate@m3/s#
L 5 impeller axial length@mm#
pt 5 fan total pressure@Pa#
r 5 air density@m3/Kg#

cp 5 blade chord@m#
n 5 m/r5air kinematic viscosity@m2/s#
n 5 rotational speed@rpm#
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Performance Characteristics of a
Centrifugal Pump Impeller With
Running Tip Clearance Pumping
Solid-Liquid Mixtures
This paper presents extensive results on the performance of an unshrouded centrifugal
pump impeller handling solid-liquid mixtures. The effect of the clearance between the
impeller tip and the casing and of the solid concentration, density and mean diameter on
the pump performance characteristics is investigated. The results are discussed and uti-
lized, together with data available in the literature, to establish a correlation allowing the
prediction of the head reduction factor for shrouded/unshrouded impeller centrifugal
pumps handling solid-liquid mixtures. The predictions made with the proposed correla-
tion show a better agreement with experimental results than previous ones.
@DOI: 10.1115/1.1379034#

1 Introduction
Centrifugal pumps with both shrouded and unshrouded impel-

lers have long been used for hydraulic transportation of fine and
coarse-grain solids, such as coal, dirt, and gravel. The advantages
of the centrifugal pumps are based, among others, on the high and
consistent flow rate, simple and effective controllability and the
favorable ratio of flow rate to model, and low manufacturing and
maintenance costs. The main disadvantages are the limited head
and the low efficiency. Also wear of the impellers and casing from
solids leads to additional deterioration of efficiency over the
working life.

The flow of solids through the pump has associated hydraulic
losses caused by the relative motion of coarse particles~drag ef-
fects!, which have greater inertia and cannot accelerate as rapidly
as the carrier liquid. It is important to realize that, solids sus-
pended in a liquid cannot absorb, store, or transmit pressure en-
ergy, which is a property of fluids. Nor can they transmit their
kinetic energy to the liquid, since the liquid moves at a higher
velocity @1#. Usually, mixtures with a size distribution containing
larger particles greater than 0.1 mm approximately are classified
as ‘‘settling-mixtures,’’ and in such cases the particles and liquid
will exhibit their own characteristics. As the liquid passes over the
solid particles, the energy given by the impeller to the carrier fluid
is dissipated due to ‘‘drag,’’ which results in a reduction in pump
head and efficiency. The deterioration in performance arises from
the energy losses owing to slip between the liquid and the par-
ticles as the mixture accelerates or decelerates through the pump,
and interactions among the solid particles, as well as between
solid particles and internal walls of the pump. However, if the
particle sizes are smaller than 0.035 mm such as fine sand, slit and
most clays, or the solids concentration is high, the mixture is
characterized as ‘‘slow-settling’’ or ‘‘nonsettling’’@2#. In such
mixtures, there is no hydraulic efficiency loss resulting from slip
between solid particles and the carrying liquid. Instead, slow set-
tling mixtures behave as a Newtonian fluid and generally result in
increased viscosity, which in turn affects hydraulic efficiency.
Slow-settling mixtures are not considered in this study.

Previous studies of the effect of solids on pump performance
have shown that the performance of a centrifugal pump with

solid-liquid mixtures will be different than with clear water. Sev-
eral correlations have been proposed to predict the effects of sol-
ids on pump performance@3–8#. However, because of the com-
plexity of the problem, none of them is wholly successful in the
prediction of these effects.

Both shrouded and unshrouded impellers have long been
widely used in centrifugal pumps handling solid-liquid mixtures.
Unshrouded impellers are preferable in many practical applica-
tions owing to their relatively low disk friction losses, low manu-
facturing cost and ease of coating of their surfaces to gain high
wear resistance. Furthermore, they are suited for pumping suspen-
sions. However, when unshrouded impellers are operated in
pumps, tip clearance losses become very important. It is well es-
tablished that the performance of rotating machines depends
strongly on the tip clearance. Tip clearance refers to the clearance
between vane tips of a half shrouded impeller and the front casing.
In many turbomachines, impellers are not shrouded and the leak-
age flow through the tip clearance of blades is an unavoidable
factor that degrades the machine performance. Although tip clear-
ance effects on pump performance have been studied for many
years, and the necessity for reliable information is ever increasing,
an exact method for the prediction of these effects currently does
not exist. Instead, test data must be relied upon to aid in the
development of models to estimate these effects. Several ap-
proaches have been presented for modeling tip leakage flow in
order to predict tip clearance losses. Loss equations given in the
literature have been derived from sparse experimental data and/or
based on many assumptions about the loss mechanism@9–14#. On
the other hand, most publications in the field are focused either on
tip clearance effects with water/gas or on solid effects on pump
performance. The operating point of an unshrouded impeller cen-
trifugal pump depends to a high degree, on the value of the tip
clearance. Owing to manufacturing and assembly tolerances and
clearance enlargements through wear, the designed tip clearance
often differs from the actual tip clearance. As a result, the oper-
ating parameters do not meet the desired pump performance.

The present experimental study deals with the effects of differ-
ent solid-liquid mixture properties on the performance character-
istics of a centrifugal unshrouded impeller pump, considering the
variation of the tip clearance. Although some notable studies@15,
16# have been carried out to investigate the solid-liquid flows
through these pumps, understanding of the subject is far from
complete. Tip clearance results on the centrifugal pumps handling
of solid-liquid mixtures have not been previously reported in the
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literature. Therefore, the secondary objective of this study is to
provide primary data needed for the development of new theories
and for the validation of numerical methods. Both shrouded and
unshrouded impellers were used in the experiments. A new cor-
relation to predict the relative head reduction due to the presence
of solids in the pumped water is developed. The validity of the
correlation is verified and compared with correlations given in the
literature.

2 Experimental Work

2.1 Experimental Apparatus and Instrumentation. The
experimental data were obtained by conducting experiments using
a specially designed and fabricated experimental facility. The
schematic view of the test rig is shown in Fig. 1. The mixture was
prepared using a stirrer~10! in a mixing tank~9! by adding re-
quired quantities of solids and water. The water required for flush-
ing the test loop before shut-off, was supplied from a flushing tank
~8!. Two shut-off valves~7! were fitted on the 100 mm diameter
suction pipe. The flow rate could be varied over a wide range by
operating a third plug valve fitted near the end of the 80 mm
delivery pipeline~7!. This valve had a servomotor and was re-
motely controlled by a PC. The suction and discharge pressures
were measured by using two pressure transducers~5!, with a
60.2 percent F.S. accuracy. Pressure transducers with diaphragms
were chosen in order to prevent choking of gauges. The calibra-
tion of these transducers was periodically checked using a weight-
type reference gauge. Flow rate was measured using a Krone elec-
tromagnetic flow meter, which was calibrated with water by
measuring the rise in the level of water in the flushing tank over a
known interval of time. A sampling tube~6! with a valve was
provided in the delivery pipe to allow the determination of various
mixture properties.

Electrical signals corresponding to the measurement of pres-
sure, flow rate, rotational speed and torque were read by a data
acquisition/control unit, which could scan up to 16 channels. The
data acquisition/control unit was commanded by the PC. An au-
tomatic data processing computer code~Genie 3.02! was used for
real-time performance calculations.

The pump~3! is directly coupled to a 5.5 kW-AC motor~2!. A
typical centrifugal pump having specificationsd15134.5 mm,
d25210 mm, b1531 mm, b2519 mm, b1540°, b2534°, and
z57 ~backward curved! was used in the experiments. Initially, the
shrouded impeller was tested, and then the shroud was removed to
give an unshrouded impeller with an identical shape to the
shrouded one. This unshrouded impeller was then fitted with a
new front casing cover having the shroud contour shown in Fig. 2.
The running tip clearance (x) between the impeller vanes and the
front casing was varied by employing four shroud contours having
different thickness. Care was taken to change the clearance with-
out losing the symmetric position of the impeller outlet relative to
the casing. A Siemens motor driver~1! ~frequency inverter, 0-650

Hz! was employed to measure the pump rotating speed and torque
transmitted to the pump shaft. It also allowed the pump speed to
be controlled. The meters were checked and calibrated before and
after each set of runs.

2.2 Test Method. In order to study the effects of the sus-
pended solids on the centrifugal pump characteristics, tests were
conducted with mixtures of four different solid materials, namely
casting sand, beach sand, and perlite-A and perlite B. The Physi-
cal properties of the materials are shown in Table 1. The particle
size distributions of the materials were determined by sieve analy-
sis. A sample of 400 g of solid was used for sieving. The weighted
mean diameter (dw) of different materials was calculated and the
mass median diameter (d50) was obtained from the cumulative
percentage undersize-particle diameter plot~Fig. 3!.

Measurements were made with two different concentrations of
each solid material for four different tip clearance settings such as

Fig. 1 Experimental test rig and instrumentation „ISO 2548…

Fig. 2 Meridional profile of the unshrouded impeller with tip
clearance arrangement

Fig. 3 Particle size distribution of the materials used

Table 1 Physical properties of materials used

Materials Specific gravity S~2! d50 ~mm! dw ~mm!

Casting sand 2.10 0.400 0.400
Beach sand 2.64 0.413 0.440
Perlite-A 2.34 0.270 0.211
Perlite-B 2.34 1.390 1.147
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1.25 mm, 2.5 mm, 5.5 mm, and 8 mm. Following the completion
of the pump test with water, a precalculated amount of solid ma-
terial was slowly added to water in the mixing tank with the stirrer
in operation. The mixture was kept in circulation for approxi-
mately 10 minutes for thorough mixing and then the concentration
of solids in the circulation was checked before starting any mea-
surements. The delivery valve was opened while the pump was
operated at a constant rotating speed. The power input to the
motor, the flow rate, the suction and the delivery pressures were
recorded. The density of the mixture was determined using a mix-
ture sample collected from the sampling tube. Four samples were
taken during each measurement and the average of their densities
was used to calculate the concentration of solids. The measure-
ments were repeated for various settings of the delivery valve.
Measurements of pump characteristics with clear water were car-
ried out both before and after each mixture test.

3 Results and Discussion

3.1 Effects of Tip Clearance. In order to study the effects
of tip clearance on the centrifugal pump performance, tests were

conducted for several tip clearances ranging from 1.25 mm–8
mm, and for each mixture of solids at two different concentrations
of solids. The results are presented in nondimensional terms. The
nondimensional tip clearance, denoteda52x/(b11b2), is de-
fined as the ratio of the tip clearance to the arithmetic mean of
blade inlet and outlet heights, and was varied within the range of
5–32 percent. This range has been widely adopted by most inves-
tigators dealing with tip clearance considerations in turboma-
chines@10,11,14,17#. Performance tests were conducted at a con-
stant shaft speed of 1250 rpm.

The performance of the pump varied with changes in the run-
ning tip clearances as indicated in Figs. 4~a–d!. The results for
clear water are also plotted for direct comparison. Each perfor-
mance parameter is presented as a percentage ratio of its corre-
sponding value at zero clearance, obtained by extrapolation using
Figs. 5~a–c!. These indicate the effect of the running tip clearance
on the head~uncertainty ofc560.5 percent!, efficiency ~uncer-
tainty of h562.2 percent!, capacity ~uncertainty of f5
60.3 percent!, and power~uncertainty ofm562 percent! at each
maximum efficiency point. As seen in these figures, the pump

Fig. 4 Effect of tip clearance ratio on the optimal relative performance parameters of the pump
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performance decreases steadily as the tip clearance increases.
Such type of tendency is similar to those reported in previous
studies@9–14#. Tip leakage loss increases with the increase in tip
clearance due to an increase in flow passage.

Figure 5 shows the performance parameters as a function of
various tip clearance ratios. All performance parameters decrease
with an increase in the concentration of solids by weight. As the
tip clearance increases, the decrease in the developed head causes
a reduction in the power input to the pump. However, it is well
known that the power input to the pump increases as the concen-
tration of solids in the mixture increases. As seen in Fig. 4(b) the
efficiency also decreases considerably with an increase in the tip
clearance. This may be due to the fact that the rate of decrease of
developed head is much higher than that of power input to the
pump. Therefore, the decrease in the power input, as the tip clear-
ance increases, is heavily limited when the concentration of solids
in the mixture increases. As a result, the energy needed to main-
tain the solid in suspension and motion increases with the increase
in concentration of solids. Physical properties of solids also have
a significant effect on the deterioration of the pump characteris-
tics. It can be concluded from Figs. 5~b! and ~c! that, the pump
shows a better performance while pumping perlite-A than
perlite-B under the same test conditions. This could be attributed

to the fact that the pump performance parameters decrease as the
particle size of the solids increases in suspension.

3.2 Effects of Solids on the Pump Performance. As seen
in Fig. 5, a gradual drop in the pump performance parameters
occurs for a given tip clearance when solids are introduced into
pumped clear water. In this study, the relative reductions in the
head and efficiency for a given tip clearance, at any given flow
rate have been represented as the head ratio and efficiency ratio,
respectively, and are defined as

c r5
cm,a

cw,a
(1)

h r5
hm,a

hw,a
(2)

Another term, known as head reduction factorRH , is also com-
monly used and given by

RH512c r (3)

It was observed that bothc r andh r are weakly independent of the
pump flow rates @18#. Similar conclusions were drawn by

Fig. 5 Effect of tip clearance ratio on the optimal performance parameters of the pump
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Stepanoff@1#. To study the effect of the running tip clearance on
both ratios, the values ofc r andh r at best efficiency point (wopt
50.06) were obtained from Fig. 5. Figures 6 and 7 show the
variation ofc r andh r , respectively, with the tip clearance ratio
for the casting sand, perlite-A and perlite-B samples. As seen in
these figures, head ratio appears to be almost independent of the
tip clearance ratio. This suggests that nearly the same head reduc-
tion occurs for a given tip clearance, whether pumping clear water
or a mixture. However, the efficiency ratio shows a slight decrease
especially for the perlite-B. Besides, the higher concentrations of
solids cause the efficiency ratio to decrease severely. This may be
due to the fact that the increased particle size and concentration of
solids give rise to additional disk friction loss and therefore to a
higher power input to the motor. Also, drag effects near the vane
tips due to the tip leakage will increase the power input, leading to
lower pump efficiency. Thus it can be concluded that the head
reduction factor (RH) is independent of the tip clearance within
the range of this investigation. It is therefore a logical approach to

seek a correlation for predicting the head reduction factor in terms
of the physical properties and concentration of solids. Although
the shape of solids pumped with the water has a slight effect on
the head reduction factor, it will not be considered here.

In order to ascertain the effect of particle specific gravity and
solids concentration on the pump performance, two minerals of
nearly identical particle size distribution, beach sand, and casting
sand, were used. In Fig. 8, the variations of the average value of
c r against the concentration of solids have been compared to de-
termine the effect of solid specific gravity. It is observed thatc r
decreases linearly with an increase in the concentrations of both
beach sand and casting sand. At any given concentration of solids,
values ofc r for beach sand are lower than that of the casting. This
could be attributed to the fact that, the energy needed to maintain
and move the solids in suspension increases with an increase in
the particle specific gravity. To determine the relationship be-
tweenRH and specific gravity of solid (S), it is assumed thatc r

varies as (S21)k. This assumption has also been adopted by
previous studies@3,5,6–8#, wherein k is given in the range of
0.5–1.0. ThusRH may be expressed in terms ofS as follows:

RHa~S21!k (4)

The representative particle diameter~d50 or dw! of two materials,
casting sand and beach sand are nearly the same, but have differ-
ent specific gravity, as given in Table 1. Therefore, a comparison
of measuredRH could be made to determine the effect ofS on
RH . Consequently,c r values of two minerals have been com-
pared at a given concentration (CW520 percent!, in Fig. 8. The
value ofRH for two minerals of differentS can be written as

RH~casting s.!

RH~beach s.! U
Cw520%,x51.25 mm

5
120.938

120.92
5

~2.121!k

~2.6421!k

(5)

Solving Eq.~5! gives the value for the exponentk of 0.64. Wilson
et al.@19# have shown that the influence of a solid’s specific grav-
ity on RH is approximately proportional to (S21)0.65, which
agrees reasonable well with the above calculated value ofk.
Hence,

RHa~S21!0.64. (6)

As can be seen from Fig. 8,c r decreases linearly withCw . There-
fore, RH may be considered proportional toCw ,

RHaCw (7)

Fig. 6 Effect of tip clearance ratio on the optimal head ratio for
different concentrations of solid materials used

Fig. 7 Effect of tip clearance ratio on the optimal efficiency
ratio for different concentrations of solid materials used

Fig. 8 Effect of specific gravity of solids on the average head
ratio
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Similar trends have been observed for various materials used in a
previous investigation@18#.

Another parameter which has a considerable impact on theRH
is the particle size distribution. Generally, the effect of particle
size distribution is represented in terms of a representative particle
diameter. For a narrow particle size distribution, eitherd50 ~screen
size through which 50 percent solids passed! or weighted mean
particle diameterdw may be chosen as the representative particle
diameter. However, for a broad size distribution, weighted mean
diameter of particles would be a better choice. Kazim et al.@8#
concluded that, an identical variation ofc r could only be obtained
if the weighted mean particle diameters of two solids are equal. It
should be noted that, in some cases, considerable changes in the
particle size distribution may occur due to recirculation in the
closed-loop test rig and interactions between the solid particles
and vane tips. To determine the effect of recirculation on the
particle size distribution, the efflux samples were taken during the
performance tests and analyzed. It has been found that no signifi-
cant attrition of the solid particles occurred.

Minemura et al.@20# reported that at the inlet curvature of the
impeller passage, just before the impeller inlet, every solid par-
ticle moves on a trajectory deviating outward from the streamlines
of water, and impinges on the impeller wall at nearly the same
radial position of the hub. Within the area of the impeller passage,
particles move rectilinearly and the majority of the particles col-
lide again with the shroud contour surface, near the open side of
the impeller, just before the impeller exit, and then leave the im-
peller. According to these observations, an insignificant amount of
solid particles having greater inertia might exist in the tip leakage
flow, therefore no considerable interaction will likely take place
between the particles and vane tip gap.

In order to determine the effect of the particle size on the pump
performance, the following functional relationship is formed

f ~dw!5
RH

Cw~S21!0.64 (8)

wheref (dw) represents a functional dependence ondw . To deter-
mine this relationship, the values off (dw) from the present inves-
tigation, as well as from published literature@4,13#, are plotted on
a semi-log plot. The best-fit equation through the data points gives
the following relationship:

f ~dw!50.11 ln~44dw! (9)

Combining Eqs.~8! and~9! gives the final form of the correla-
tion as:

RH50.11Cw~S21!0.64ln~44dw! (10)

The predicted head reduction factors for all the mixtures tested
in the present study were compared with the measured values in
Fig. 9, which shows that the data points are equally distributed on
both sides of the ideal line, and the deviations lie within615
percent. This spread appears to be reasonable considering the
wide range of parameters investigated and the complexity of the
two-phase flow through the unshrouded impeller. In Fig. 9, data
points denoted bya50 are obtained from the shrouded impeller
tests, in order to make a direct comparison between the un-
shrouded and shrouded impellers. No considerable distinction is
observed for the shrouded impeller. In other words, the test data
obtained for the shrouded impeller fall into the same error band.

To gain an insight into the accuracy of some existing correla-
tions that are widely used to predictRH , a comparison was made
between the measured and predictedRH values, using data ob-
tained from the present study. Here, the correlations proposed by

Fig. 9 Accuracy of the proposed correlation „Materials:
Table 1 …

Fig. 10 Comparison between measured and predicted head
reduction factors using Eqs. of Refs. †6, 8‡

Fig. 11 Accuracy of the proposed correlation „Materials: from
Refs. †3, 5‡…
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Sellgren@6# and Kazim et al.@8# are used for the comparison, as
illustrated in Fig. 10. The empty marks in the figure represent the
predicted values using Kazim’s correlation. It is observed that the
predicted values using Kazim’s correlation are approximately 30
percent higher, whereas Sellgren’s correlation gives deviations
amounting to220–160 percent.

In order to ensure the validity of the proposed correlation, a
typical comparison of the predicted values ofRH with the experi-
mental data available in the literature is shown in Fig. 11. The
data for sand-B were obtained on a rubber lined impeller pump.
The errors in the prediction ofRH in Fig. 11 are random and lie
within the range of220 to115 percent band. This is a significant
improvement over the existing correlations in the literature.

4 Conclusions
Experiments were conducted to study the effects of solids in an

unshrouded centrifugal pump impeller by varying the tip clear-
ance when both handling water and solid-water mixtures. Al-
though tip clearance effects have attracted research interest for
many years, clarification of the tip leakage loss mechanism for
both single- and two-phase flows through the pumps is far from
complete. The present study introduces extensive new results, as a
part of continuous investigation of tip clearance effects on a con-
ventional centrifugal pump when handling commercial mixtures
or slurries.

According to the results of the present study, tip clearance loss
mechanisms while pumping mixtures seem to be similar to those
in single phase pumping and a steady deterioration in pump per-
formance for varying tip clearances is observed. Nevertheless,
more detailed experiments with different test conditions are nec-
essary to make more definite conclusions on the relationship be-
tween performance parameters and the running tip clearance. The
head reduction factor (RH) appears to be almost independent of
the variation in the tip clearance, and this allows us to correlate
the solids effects on the pump performance regardless of changes
in the tip clearance. However, a slight decreasing trend is ob-
served in efficiency ratio when the tip clearance is increased.

A new correlation to predict the head reduction due to presence
of solids in pumped water has been developed and examined us-
ing data both newly obtained and previously published in the lit-
erature. The proposed correlation has given more accurate predic-
tions than existing and widely used correlations. The deviation
between the predicted and measured head reduction factor is
within a range of220 to 115 percent. In addition to that, the
present correlation is found to be applicable to pumps having both
metal and rubber-lined, shrouded/unshrouded impellers.

Acknowledgment
This research has been supported by the Research Fund of Uni-

versity of Sakarya, Turkey.

Nomenclature

b 5 blade height
d 5 diameter
g 5 gravitational acceleration
H 5 pump total head
P 5 power input to pump
Q 5 volumetric flow rate

RH 5 head reduction factor
S 5 specific gravity
U 5 peripheral velocity
x 5 tip clearance
z 5 number of blades
b 5 blade angle

r 5 density
a 5 2x/(b11b2)5relative tip clearance
h 5 rgQH/P5overall efficiency
f 5 Q/pd2b2U25flow coefficient
m 5 8P/pd2

2rU2
35power coefficient

c 5 2gH/U2
25pressure coefficient

SubscriptsÕSuperscripts

a 5 at any tip clearance ratio
ave 5 average

0 5 zero tip clearance
1 5 impeller inlet
2 5 impeller exit

m 5 mixture
r 5 ratio

w 5 weighted mean, water
50 5 mass median

max 5 maximum
opt 5 optimal

k 5 an exponent
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Open Channel Boundary Layer
Relaxation Behind a Forward
Facing Step at Low Reynolds
Numbers
This paper reports laser-Doppler anemometer measurements of mean velocity and turbu-
lence statistics upstream and downstream of a 3-mm forward facing step in a shallow
open channel flow. The Reynolds numbers based on the momentum thickness (u) of the
approaching upstream flow and step height (h) are in the range 1010<Reu<2240 and
960<Reh<1890, respectively. Measurements are obtained at 50 step heights upstream of
the leading edge of the step and 1<x/h<162 downstream of the step. The results show
that the overlap region develops more slowly than the inner and outer regions. The mean
field recovers at x/h550. Distributions of the turbulence intensity tend to become self-
similar for x/h.100 but the profiles do not necessarily collapse onto the upstream
profiles. @DOI: 10.1115/1.1383971#

Introduction
Near-wall turbulent flows have received significant attention in

the past and in recent years, prompted mainly by their prevalence
in engineering and industrial applications. Although smooth wall
canonical boundary layers are the most extensively studied near-
wall flows, practical engineering flows are relatively more com-
plex. For example, in flow past airfoils and turbine blades, the
surfaces might be hydraulically rough, rapid changes in pressure
gradients and surface curvature may occur, and blowing and suc-
tion may be applied along the airfoil as a form of boundary layer
control. Clauser@1# suggested Maxwell’s concept of a ‘‘black
box’’ for the investigation of complex turbulent flows. According
to this concept, the physics of the flow can be studied by changing
various inputs such as initial and/or boundary conditions and ob-
serving the resultant flow outputs@2,3#. Subsequently, a consider-
able amount of research into complex boundary layers has been
undertaken. Many of these flows were studied within a context of
perturbation or distortion to a canonical boundary layer. The types
of perturbation employed include changes in surface roughness
@4–6# forward- and backward-facing steps@7–9# and wake-
boundary layer interactions@10–12#. In spite of the considerable
~experimental and numerical! research efforts made over the
years, our understanding of the physics of complex near-wall
flows is not yet complete.

In investigating a distorted boundary layer, the structure of the
recovering flow is usually compared to that of a canonical or
standard reference boundary layer. According to classical theory,
a turbulent boundary layer consists of two regions; an inner layer
~i.e., viscous sublayer and a buffer region! where viscous effects
dominate, and an inviscid outer layer. In the inner layer, the ap-
propriate velocity and length scales are, respectively, the friction
velocity Ut and viscous length scalen/Ut , wheren is the kine-
matic viscosity of the fluid. In the outer layer, the characteristic
length scale is the boundary layer thicknessd. Although classical
theories suggest the friction velocityUt as the outer velocity
scale, the recent boundary layer theory proposed by George and
Castillo @13# suggests the freestream velocityUe . The linear vis-
cous sublayer is described by the following relation:

U15y1 (1)

In Eq. ~1!, U15U/Ut andy15yUt /n, where for a smooth wall,
y is the distance measured from the wall. At sufficiently high
Reynolds number, the inner and outer layers overlap. According
to classical theories, the mean velocity in the overlap region is
described by the familiar log-law:

U15
1

k
ln y11C (2)

wherek andC are universal constant that vary slightly from one
study to the other. The values adopted for these constants in the
present study are:k50.41 andC55.0. In the outer part of the
flow, the mean velocity deviates from the log-law. Coles@14#
proposed a wake function to describe the velocity distribution in
this region so that the complete profile becomes:

U15
1

k
ln y11C1

2P

k
wS y

d D (3)

In Eq. ~3!, P is Coles wake parameter which is a measure of the
strength of the outer wake component, andw(y/d) is a universal
function. For a canonical turbulent boundary layer,P50.55 at
sufficiently high Reynolds numbers. In the outer layer, the mean
velocity distribution is commonly described in a defect form. Fol-
lowing classical theories, the specific form of the defect profile is
given by:

Ue
12U15

1

k
lnS y

d D (4)

In assessing the degree of recovery or relaxation of the distorted
flow towards the standard form, the structures of the two~i.e., the
standard and recovering! flows are compared. In this case, a sense
of self-similarity in the log-law and the mean defect profile be-
comes a useful criterion for the inner and outer regions, respec-
tively. Some investigators implied that a developing turbulent
boundary layer is self-preserving if integral parameters such as the
profile shape factorH, the momentum thicknessu, and the skin
friction coefficient Cf become independent of streamwise dis-
tance. The Clauser shape parameterG is, perhaps, the single most
important integral parameter to assess the departure of turbulent
boundary layer from equilibrium@15#. Here, the Clauser shape
parameter is defined as:

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
July 7, 2000; revised manuscript received March 20, 2001. Associate Editor:
P. Bradshaw.

Copyright © 2001 by ASMEJournal of Fluids Engineering SEPTEMBER 2001, Vol. 123 Õ 539

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



G5
1

d* S Cf

2 D 1/2E
0

`

~Ue
12U1!2dy (5)

where,d* is the boundary layer displacement thickness
A topic of current debate in investigating the boundary layer

recovery process is whether it is the inner layer or the outer layer
that relaxes first to the standard form. Some earlier investigators
@7,12,16# suggested that the outer layer of the distorted flow re-
covers more slowly. Castro and Epik@9# argued that because the
inner and outer layers are dynamically linked, the inner layer can-
not possibly develop normally until the outer layer has become
more normal. The eddy structures, being different in the inner and
outer layers, will play a dominant role in understanding the recov-
ery process. Bushnell and McGinley@2# indicated that the turbu-
lence production process in wall-bounded flows involve at least
three different scales of motion. These are the outer large scales,
which are of the order of the boundary layer thickness,d; inter-
mediate scales with characteristic dimensions of 100 wall units;
and near-wall small scale with characteristic dimension of the
order of 1;10 wall units. Because of the differences in the char-
acteristic time and velocity scales in each region of the boundary
layer, the recovery process will depend on where the distortion is
applied. Smits and Wood@3# argued that a step change at the
surface~for example, due to roughness element! will localize the
disturbance at the wall while a rapid change in pressure gradient
will produce a more diffused influence. Note, however, that the
dynamic link between the inner and outer layers of the boundary
layer is much more complex than assumed hitherto. Recent mea-
surements@4,6# in rough wall turbulent boundary layers provided
overwhelming evidence of non-localization of the effects of
roughness to the inner region. These studies showed that the ef-
fects of surface roughness penetrate deep into the outer layer and
do significantly modify the wake strength. Experimental data
@17,18# from boundary layer studies at elevated freestream turbu-
lence also showed that the effect of freestream turbulence pen-
etrates deep into the inner layer.

In investigating the recovery of a boundary layer from an im-
posed distortion, the relaxation lengthxR , defined here as the
distance beyond which the distorted boundary layer relaxes to the
standard form, is an important parameter. Some order of magni-
tude estimates of the relaxation length are available in the litera-
ture. Bradshaw@19# suggested that a suitable response time for the
stress-containing eddies must be the ratio of turbulence energy to
its rate of production. Based on this assumption, and using the
(1/7)th power law, he estimatedxR510d in the middle of the
layer. Bushnell and McGinley@2# implied that the relaxation pro-
cess will be completed over a distance on the order of 100 length
scales of the affected flow region. Thus, for a flow that is distorted
in the outer region,xR will be on the order of 100d. For a bound-
ary condition that primarily affects the inner layer~out to y
50.2d!, xR will be on the order of 20d.

The backward- and forward-facing steps are examples of exten-
sively studied near-wall complex flows, perhaps, due to their geo-
metrical simplicity. These flows are also widely used to test the
performance of CFD codes. Comprehensive reviews of earlier
studies were made by Bradshaw and Wong@7# and Eaton and
Johnston@20# and are not repeated here. Subsequent studies in-
clude measurements and flow visualization reported by Kiya and
Sasaki@21# and Sasaki and Kiya@22# as well as the DNS results
reported by Le et al.@23# and Suksangpanomrung@24#. Most of
the earlier measurements were made using hot-wires and this pre-
cludes accurate measurements in regions of high turbulence levels
and flow reversal. With the exception of the study reported by
Castro and Epik@9#, measurements in earlier forward-facing step
studies are limited to 80 step heights downstream of separation.

The present study documents additional measurements up-
stream and downstream of a forward facing step at low Reynolds
numbers in an open channel flow using a laser-Doppler anemom-
eter ~LDA !. The principal focus is to investigate the recovery of

the downstream boundary layers~down to x/h5162!. Both the
mean velocity and turbulence intensity profiles are examined. The
present results will also provide insight into the effects of inap-
propriate tripping devices on the subsequent downstream develop-
ment of a turbulent boundary layer. Compared to a typical wind
tunnel experiment, the flow structure of an open channel boundary
layer may be modified by the moderate background turbulence
intensity and free surface effects. These differences notwithstand-
ing, by considering LDA measurements in an open channel flow,
some insight can be obtained regarding boundary layer relaxation
behind a forward facing step.

Experimental Setup
The experiments were performed in an open channel flume. The

channel is 10 m long, 0.8 m wide, and 0.6 m deep. The sidewalls
are made of tempered glass. The contraction was preceded with
several stilling arrangements to reduce any large scale in the flow.
A 3-mm thick, 500-mm wide, and 1500-mm long plate was used
to create the test facility~i.e., the forward facing step!. The lead-
ing edge of the step was placed 5 m downstream of the contrac-
tion and on the flume floor. A schematic of the open channel
facility and the test body is presented in Fig. 1.

Velocity measurements were made using a single-component
fiber-optics LDA~Dantec Inc.!. The LDA system is powered by a
300 mW Argon-Ion laser~Ion Laser Technology!. The optical
elements include a Bragg cell and a 400-mm focusing lens. The
LDA system was operated in a backscatter mode. The fiber optic
probe was mounted on a three-dimensional traversing mechanism.
Each direction of the traversing arrangement was stepper motor
driven and controlled by a computer. Sufficient particles were
present in the water and no artificial seeding was used in the
study. The maximum period of data acquisition at each measure-
ment location was set to 750 seconds. Typical sample size at a
measuring point varied from 3000–5000. The Reynolds numbers
based on the momentum thickness~u! of the approaching up-
stream flow and step height~h! are approximately 1010<Reu
<2240 and 960<Reh<1890, respectively. For each test condi-
tion, measurements were obtained atx/h5250 upstream of step
and atx/h51, 10, 20, 50, 100, and 162. The ratios of the plate
heighth to the upstream boundary layer thicknessdo were quite
low (h/do<0.1). Consequently, the present perturbation is con-
sidered as weak@7# and would primarily distort the inner region.

Following Schwarz et al.@25#, the statistical uncertainty in the
mean and turbulence intensity~except for the extremely high tur-
bulence levels near the wall atx5h! was estimated to be 1 and 2
percent, respectively. Close to the wall, measurement uncertainty
in the turbulence intensity is expected to somewhat higher~;4
percent! due to lower signal-to-noise-ratio@26#. The mass flow
rate was measured using an electronic weighing tank. At least six

Fig. 1 A schematic of the test facility
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measurements were obtained for each test condition. The maxi-
mum variation in mass flow rate was less than 4 percent. A weir
located downstream of the flume kept the variation in the water
elevation to61 mm across the test section.

The characteristics of the mean velocity and turbulence statis-
tics obtained upstream of the step are similar to earlier measure-
ments@6,27,28# in open channel flows at similar test conditions. A
summary of important parameters of the upstream flow is given in
Table 1. Here,Ueo is the freestream velocity;Do is the depth of
flow; do is the boundary layer thickness of the upstream flow and
is defined as the wall normal location at which the local mean
velocity is 99 percent of the maximum value; Tu is the turbulence
intensity at the edge of the boundary layer. The momentum thick-
ness and the shape factor are denoted asuo andHo , respectively,
Cf o is the skin friction coefficient and (Reu)o and (Reh)o are the
Reynolds numbers based on momentum thickness and step height,
respectively. Here, the shape parameter is the ratio of the bound-
ary layer displacement thickness to the momentum thickness.

Results and Discussion

Mean Velocity Profiles. The mean velocity profiles in outer
coordinates are shown in Fig. 2. For each test, data are presented
for measurements made 150 mm (x/h5250) upstream of step
and at 1<x/h<162 downstream of the plate. For the purpose of
comparison, the upstream profile (x/h5250) is considered as the
standard reference profile in each test. Figure 2~a! shows the pro-
files for Test A. Measurements for Test B and Test C are shown in

Figs. 2~b! and 2~c!, respectively. Atx/h51, negative velocities as
high as 20 percent of the freestream value are observed for Test A
and Test C. This is comparable to values obtained in backward
facing steps at similar locations@20#. For all the test conditions
examined, the profiles at thisx/h51 deviate significantly from
the reference~upstream! profile for y/d,0.5. At x/h510 and 20,
the deviations are considerably reduced. Forx/h>50 the devia-
tions are comparable to measurement uncertainties.

In order to examine the distribution more closely in the vicinity
of the wall, measurements aty/d<0.25 for Test A are shown as
an inset in Fig. 2~a!. It is observed that deviations among the
profiles are greatest for 0.05<y/d<0.15, which corresponds to
the overlap region. Compared to the upstream reference profile,
the values ofU/Ue at x/h51 are consistently higher aty/d
<0.15 while the corresponding values atx/h510 are systemati-
cally lower. Farther downstream, i.e.,x/h>20, the profiles relax
toward the upstream data. In the measurements reported for an-
other separated flow field, Balachandar and Tachie@12# found that
the relaxation process was also non-monotonic. It should also be
noted that in the near wall region,]U/]y is much higher atx/h
<20 than the upstream location andx/h>50. This may be due to
higher entrainment of outer flow into the near-wall region at lo-
cations closer to the point of separation.

The variation of the freestream velocity with streamwise dis-
tance is shown in Fig. 2~d!. For each test, the local freestream
velocity is normalized by the corresponding upstream valueUeo .
In all the tests, variation of the local freestream velocities with
downstream distance is non-monotonic. The relatively higher val-
ues ofUe at x/h>1, in comparison to the corresponding upstream
valueUeo , may be due to blockage effects. Consistent with higher
values ofh/Do or larger blockage effect, for Test A, the values of
Ue /Ueo is relatively higher for Test A than Tests B and C. With
the exception of the value obtained atx/h5162 for Test C, the
variations in the freestream values forx/h>20 are comparable to
measurement uncertainty.

The velocity profiles in inner coordinates are shown in Fig. 3.
Figures 3~a! and 3~b! show the data for Test A and Test B, re-
spectively. For these tests, data were obtained in the viscous sub-
layer and this allowed an estimate of the wall shear stress to be
obtained using the velocity gradient at the wall. The uncertainty in
the friction velocityUt is estimated to be65 percent for Tests A
and B. The figures show that the viscous sublayer is not distorted.
The data atx/h510 and 20 are in reasonable agreement with the
reference profiles fory1,20. The measurements at these loca-
tions also show significantly higher wake component, which is
consistent with the higher values of]U/]y observed in Fig. 2~a!.
At x/h>50, the velocity profiles show a better collapse with the
reference profiles over the entire flow. For Test C, the friction
velocity could not be obtained from velocity gradient at the wall
since adequate measurements could not be obtained in the viscous
sublayer. In previous backward- and forward-facing step experi-
ments@9,29#, a Clauser technique was used to estimate the skin
friction. The present data for Tests A and B also confirmed the
applicability of the log-law forx/h>50. A Clauser method was
therefore applied to determine the skin friction forx/h>50 in the
case of Test C. The narrow overlap region at these low Reynolds
numbers may compromise the accuracy of a Clauser technique in
determining the friction velocity. The uncertainty in the friction
velocity for Test C is estimated to be about 7 percent. The veloc-
ity profiles for Test C are plotted in Fig. 3~c!. Except for slightly

Table 1 Summary of upstream flow conditions

Test
Ueo

~m/s!
Do

~mm!
Tu
~%!

do
~mm! uo (Reh)o (Reu)o Ho Cf o

Test A 0.32 50 4.4 35 3.14 960 1010 1.32 0.0046
Test B 0.34 90 3.2 42 3.92 1020 1330 1.33 0.0043
Test C 0.63 90 2.9 36 3.55 1890 2240 1.28 0.0042

Fig. 2 „a…, „b…, and „c…: Mean velocity profiles in outer vari-
ables; „d… variation of freestream velocity with streamwise dis-
tance „lines are for visual aid only …
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higher values ofU1 in the outer region atx550h, the collapse of
both upstream and the downstream locations is reasonable.

Figure 3~d! shows deviations (DU1) of the mean velocity from
the log-law profile aty1540, 100, 200, and 250. For a given axial
location, the deviation is greater at larger values ofy1. In general
~except atx/h510 and 20 for Test B!, the deviation at a giveny1

decreases at larger distances from the leading edge. Aty1540,
the log-law~with k52.44 andB55.0! will give U1514.0 so that
a64 percent inU1 is about60.56 wall units. An uncertainty of
60.5DU1 is indicated by dotted lines in Fig. 3~d!. Allowing for
this level of measurement uncertainty inU1, it can be concluded
from Fig. 3~d! that the deviations atx/h>50 are within measure-
ment error.

Figures 4~a!, 4~b!, and 4~c! show the defect profiles for Tests A,
B, and C, respectively. The profiles are normalized by the friction
velocity and the boundary layer thickness, which are the proper
velocity and length scale according to classical theories. The ca-
nonical boundary layer wake law profile~with P50.55! is also
included for comparison. It is clear from these figures that the
upstream profiles, being typical of open channel defect profiles
@6,30#, are distinctly different from a canonical boundary layer.
Except forx/h<20, the profiles at all measurement locations col-
lapse fairly well onto the upstream profile. For Test B, the agree-
ment among all the downstream profiles is fair across the entire
boundary layer. Test C shows that the collapse of the downstream
profiles onto the corresponding upstream one is reasonable, espe-
cially at the last two measurement stations.

Integral Parameters
The values of the skin friction coefficientCf , evaluated using

the local values ofUt andUe , are shown in Fig. 4~d!. The values
of Cf at the upstream locations are relatively higher than the val-
ues obtained at similar Reu in canonical zero-pressure gradient
turbulent boundary layers@6,31#. The higher values for open
channel flows may be attributed to the higher background turbu-
lence intensity and lower wake parameters compared to canonical
turbulent boundary layers. Previous measurements@32# and DNS
results@23,24#! indicated negative values ofCf in the recircula-
tion region and a value ofCf50 at the point of reattachment.
DNS results@23,24# obtained for backward- and forward-facing
steps also indicated that the flow reattaches at 6,x/h,7. Mea-
surements ofCf in the recirculation region were, however, not
obtained in the present study. Immediately downstream of the
reattachment location, the present results show a gradual recovery
toward the upstream value. The earlier backward-facing study
made by Yoo and Baik@29# showed a systematic increase inCf
for 10,x/h,20. Ruderich and Fernholz@32#, Le et al.@23# and
Suksangpanomrung@24# also reported a sharp increase inCf val-
ues immediately downstream of flow attachment and a subsequent
attainment of a plateau farther downstream. Forx/h>50, the
variation inCf for each test condition is comparable to the mea-
surement error. At the last measurement station, theCf values are
within 5 percent of the upstream values. These deviations are
similar to a value of 5 percent obtained atx/h5154 by Castro and
Epik @8#.

In Fig. 5~a!, the boundary layer shape parameterH, at all mea-
surement locations~except forx5h! is shown. The values ofH
51.28 and 1.32 at the upstream locations are typical of the values
obtained in many of the previous experiments@6,12,34# made in
the present facility and at similar test conditions. Compared to the
upstream reference value,H increased in the region immediately
downstream of reattachment. This is consistent with the trend
shown in Fig. 2~a! where the boundary layer profiles closer to the
leading edge are less full compared to the upstream value. The
relatively higher values ofH at lower values ofx/h are therefore
indicative of deviation from the reference boundary layer profile.
Beyondx/h>10, H recovers toward the corresponding upstream
values. Figure 5~b! shows a plot of the Clauser shape parameterG
with streamwise distance. The values ofG initially increased from
the upstream value to a maximum and decreased thereafter. The
non-monotonic variation inG was also noted in the study reported
by Balachandar and Tachie@12#. The general trend shown in this
figure is qualitatively similar to that observed forH in Fig. 5~a!.
The deviation ofG at the last measurement station from the cor-
responding upstream in each test is less than 6 percent.

Fig. 3 „a…, „b…, „c…: Velocity profiles in inner variables; „d… de-
viation of measurements „DU¿

… from the log-law

Fig. 4 „a…, „b…, „c…: Velocity defect profiles upstream and down-
stream of reattachment; „d… variations of skin friction coeffi-
cient with streamwise distance
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Turbulence Intensity
The rms profiles of the streamwise velocity component (urms) is

shown in Fig. 6~a! for Test A using outer coordinates. The maxi-
mum value atx/h51 is about 30 percent. This is substantially
higher than the value of 13 percent obtained upstream of the step.
The profile atx5h is also consistently higher than the corre-
sponding upstream profile fory/d<0.2. Beyond this location, the
profile lies below the standard one. Atx/h510 and 20, theurms
profiles exhibit two peaks but the latter is not quite distinct. In
outer coordinates, theurms distributions for Test B and C atx/h
<20 are similar to those observed for Test A. The distributions of
rms values in inner coordinates~i.e., urms

1 5urms/Ut! are shown in
Figs. 6~b!, 6~c!, and 6~d! for Test A, Test B, and Test C, respec-
tively. The maximum value ofurms

1 '2.78 aty1515 for the up-
stream station is similar to our previous measurements@6,12# at
similar Reynolds numbers. For Test A, i.e., Fig. 6~b!, at x/h
510, the value of the two peaks isurms

1 53.0 and these occurred at
y158 and 41, respectively. Atx/h520, the peaks and their cor-
responding locations areurms

1 52.95 aty1514 andurms
1 52.52 at

y1572. Similar to the present findings, the DNS and LES results
of blunt flat plate@24# as well as the DNS@23# and experimental
@33# results for backward-facing step indicate two peaks in the
region 10<x/h<20. Le et al.@23# remarked that the turbulence
structure in the recirculation regions of separated flows is similar
that in plane mixing layer. Their DNS results also indicated that in
the recirculation region of a backward-facing step, the turbulence
transport term removes energy from the shear layer region and
delivers it to the near-wall region. The outer peaks atx/h510 and
20 may therefore be an artifact of the mixing layer that develops
in the separated region.

Similar to the mean profiles shown in Fig. 2~a! deviations from
the upstream profile is greatest in the overlap region (30<y1

<200). The agreement between the upstream profile and atx/h
>100 is reasonable. In Fig. 6~c! at x/h510, the two peaks are
urms

1 52.78 aty1513 andurms
1 52.9 aty1552. The corresponding

values atx/h520 areurms
1 52.73 at y1515 andurms

1 52.56 at
y1562. Note, however, that although the profiles atx/h5100
and 162 are self-similar, they are consistently higher than the
corresponding upstream profile. For Test C, the profile atx/h
550 deviates from the upstream data in the overlap region, oth-
erwise agreement among all the profiles is reasonable. One may
conclude that, with respect to the turbulence intensity, the recov-
ery process is complete over the entire flow region forx/h
>100.

Summary and Conclusions
The recovery of the flow downstream of a forward facing step

to the undisturbed upstream boundary layer has been examined
using various indicators. Although the present flow is somewhat
modified by moderate background turbulence levels and free sur-
face effects, the flow structure is qualitatively similar to earlier
forward- and backward-facing results obtained from measure-
ments and numerical simulations. The present results show that
the viscous sublayer is insensitive to the imposed disturbance or
the recovery process, being more rapid closer to the wall than in
the overlap region, was complete atx/h510. For each of the test
conditions examined, a reasonable agreement between the up-
stream and downstream mean velocity profile atx/h>50 is ob-
served. Furthermore, the skin friction coefficient is invariant with
downstream location atx/h>50. We may conclude that as far as
the mean field is concerned, the structure of the flow atx/h>50 is
reasonably similar to the corresponding upstream structure.

The streamwise turbulence intensity profiles showed two peaks
immediately downstream of the reattachment location. This fea-
ture has not been observed in many of the earlier measurements. It
is speculated that the outer peak may be an artifact of the complex
shear layer in the recirculation region. The recovery of the turbu-
lence intensity is much slower compared to the mean flow. This
supports the view that the recovery length depends on the specific

Fig. 5 „a… Variation of shape factor with streamwise distance;
„b… variation of Clauser shape parameter with streamwise
distance

Fig. 6 Distributions of turbulence intensity profiles
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flow parameters being examined. It was observed that although
the turbulence intensity profiles become self-similar forx/h
>100, some of these profiles do not collapse satisfactorily on to
the corresponding upstream profile. It self-similarity of down-
stream profiles is used as a criterion, we may conclude that the
turbulence statistics recover satisfactorily atx/h5100. If, on the
other hand, a complete collapse of downstream profiles onto a
standard profile is used to assess complete recovery, as was done
in some earlier, then complete recovery may not be achieved in
some of the flows.
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Nomenclature

C 5 additive constant in log law~55.0!
Cf 5 skin friction coefficient
Do 5 depth of flow upstream of the leading edge test plate
G 5 Clauser shape parameter
H 5 boundary layer shape parameter
h 5 thickness of test plate

Reh 5 Reynolds number based on plate thickness
Reu 5 Reynolds number based on boundary layer momentum

thickness
x 5 streamwise distance along the plate relative to the lead-

ing edge of the plate
y 5 wall-normal distance

Ue 5 Freestream velocity defined as the local maximum mean
velocity

urms 5 rms value of streamwise velocity component
Ut 5 friction velocity

d 5 boundary layer thickness atU50.99Ue
k 5 von Karman constant~50.41!
n 5 kinematic viscosity
P 5 Coles wake parameter
u 5 boundary layer momentum thickness
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Linear and Nonlinear PSE for
Stability Analysis of the Blasius
Boundary Layer Using Compact
Scheme
A highly accurate finite-difference PSE code has been developed to investigate the sta-
bility analysis of incompressible boundary layers over a flat plate. The PSE equations are
derived in terms of primitive variables and are solved numerically by using compact
method. In these formulations, both nonparallel as well as nonlinear effects are accounted
for. The validity of present numerical scheme is demonstrated using spatial simulations of
two cases; two-dimensional (linear and nonlinear) Tollmien-Schlichting wave propaga-
tion and three-dimensional subharmonic instability breakdown. The PSE solutions have
been compared with previous numerical investigations and experimental results and show
good agreement.@DOI: 10.1115/1.1385833#

Introduction
The objective of the present work is the development of an

accurate and cost efficient way for investigating the stability and
transition computation of incompressible boundary layers on a flat
plate. There are several ways for transition predictions such as
linear stability theory and direct Navier-Stokes solutions.

The hydrodynamic stability theory is useful in indicating the
major dominant effects which hasten or delay transition in a rela-
tive sense. Some basic understanding of the transition problem in
incompressible boundary layers can be reached using linear sta-
bility theory with the assumption of parallel flow. In addition, the
transition location can be approximately predicted using an em-
pirical correlation such as theeN method. The usefulness of linear
stability analysis is limited by inaccuracies due to the parallel flow
approximation. Also, it is limited by the fact that latter stages of
transition are nonlinear.

As a transition prediction tool, the direct numerical simulations
~DNS! using full Navier-Stokes equations can accurately model
the early stages of transition but require far too much computer
power. Moreover, they have been obtained only for very simple
geometries such as flat plate. Therefore, it is not appropriate for
studying the transition over the complex geometries.

A new methodology for transition prediction which has been
proposed by Herbert@1,2#, Bertolotti @3# also Chang et al.@4#,
utilizes the Parabolized Stability Equations~PSE!. In spite of lin-
ear stability theory, the PSE can be used to study nonparallel as
well as nonlinear evolution of convective disturbances in growing
boundary layers. In addition, for prediction of the transition loca-
tion, the PSE do not need an empirical correlation.

The PSE are nonlinear parabolized partial differential equations
used to predict the laminar-turbulent transition. Similar to classi-
cal stability analysis, the PSE assume that transition process starts
with the small disturbances amplifications. Since the PSE are non-
linear equations, they are valid for the finite-amplitude distur-
bances. But they are limited to flows with slowly varying proper-
ties in the streamwise direction.

The PSE are an initial-boundary value problem and they can be
solved using a marching procedure. As a result, the computational
effort and required storage can be reduced using the PSE. There-

fore, these equations are appropriate for a rapid and an accurate
prediction of laminar-turbulent transition of incompressible
boundary layers.

In this context, the computation of the stability and onset of
transition location of incompressible flow over a flat plate based
on linear and nonlinear PSE using compact scheme and primitive
variables is performed. Two cases are computed by the PSE
theory: two-dimensional ~linear and nonlinear! Tollmien-
Schlichting~TS! wave propagation and three-dimensional subhar-
monic breakdown. The present computations are compared with
available numerical, DNS and experimental results.

Problem Formulation
In this study, the stability of incompressible flow over a flat

plate in Cartesian coordinate system is formulated. The Cartesian
coordinates are denoted byx, y, andz, wherex is the streamwise
distance from the leading edge, andy andz are the plate normal
and the spanwise coordinates, respectively, as shown in Fig. 1. All
quantities are nondimensionalized with the free-stream velocity
U` and the fixed lengthdo5d(xo)5Anxo /U`, where xo is a
fixed starting dimensional distance from the leading edge andn is
kinematic viscosity. The resulting nondimensional parameter is
the reference Reynolds numberRo5U`do /n at x5xo ~Bertolotti
et al. @5#!. Then, the three-dimensional incompressible Navier-
Stokes equations in nondimensional form are as follows:

¹•V50 (1)

]V

]t
1~V•¹!V52¹p1

1

Ro
¹2V (2)

whereV5(u,v,w) is the velocity vector andp is the pressure.
To obtain the disturbance equations, one can split the dependent

quantities vectorf5(u,v,w,p)T into a steady two-dimensional
mean value~basic flow! Fb5(Ub ,Vb,0,Pb)T and an unsteady
three-dimensional perturbation quantityf85(u8,v8,w8,p8)T

f~x,y,z,t !5Fb~x,y!1f8~x,y,z,t ! (3)

By substituting the vectorf into the Navier-Stokes equations~1!
and~2!, and subtracting the terms satisfied by the basic flow, one
will obtain the governing equations for the disturbancesf8,
which will not be presented here.
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Basic Flow. For flow over the flat plate the basic flow can be
obtained by solving the self-similar boundary layer equations~the
Blasius equation!:

f-1
1

2
f f 950 (4)

with boundary conditions:

f ~0!5 f 8~0!50, f 8~`!51

where f (h) is the Blasius function defined as:

Cb5AnU`x f~h!, h5yAU`

nx

andCb is the stream function of basic flow.

Linear PSE. One way to derive the PSE, as suggested by
Herbert and Bertolotti@6#, is to decompose a disturbance into
rapidly varying wave-like part and a slowly growing shape func-
tion. The ellipticity is retained for the wave part while the parabo-
lization is applied to the shape function. For linear PSE, one can
assume that the disturbance vectorf8 for an instability wave with
a frequencyv and a spanwise wave numberb can be expressed
as:

f8~x,y,z,t !5f̂~x,y!x~x,z,t ! (5)

where the shape function vectorf̂ andx are:

f̂5~ û,v̂,ŵ,p̂!T

x5expF i S E
xo

x

a~s!ds1bz2vt D G
The shape functionf̂ is a function of bothx andy due to the

growth of boundary layer and the streamwise wave numbera is a
function of x to permit the growth of the boundary layer.

The linearized PSE are obtained by substituting the disturbance
vectorf8 into the linear disturbance equations, and with the fol-
lowing essential property; the characteristics of flow such as ve-
locity profiles, wavelengths and growth rates change slowly in the
streamwise direction, therefore, the shape functionf̂ along
streamwise direction changes such that the second derivatives of
f̂ (f̂xx) are negligible. Then, the linearized equations that de-
scribe the evolution of the shape functionf̂ will be obtained.
These equations can be written as a system of first-order differen-
tial equations in they-direction in terms of compact variablesF as
follows:

P
]F

]y
1R

]F

]x
1QF50 (6)

where the new vectorF is defined by

F5S û,v̂,ŵ,p̂,
]û

]y
,
] v̂
]y

,
]ŵ

]y D T

Now, a scalar equation is needed to close the system. This
equation must resolve the ambiguity created by the dependency of
bothf̂ anda on x. This condition is called ‘‘auxiliary’’ condition,
and in general can be expressed as follows:

E
0

`

q̂†
•

]q̂

]x
dy50 (7)

where the components of vectorq̂ are (û,v̂,ŵ) ~† denotes com-
plex conjugate!. The success of a marching solution would require
a proper way of updating the wave number. Here, the wave num-
ber is updated as follows:

anew5aold2

i E û†
]û

]x
dy

E uûu2dy

(8)

In the nonparallel boundary layers, the growth and phase varia-
tion of some physical quantityc depends ona andf̂. Therefore,
the physical growth rateḡ and the physical wave numberā for
any given flow variablec ~such asû, v̂, etc.! are defined as:

ḡ~x!52I@a~x!#1RF 1

c

]c

]x G (9)

ā~x!5R@a~x!#1IF 1

c

]c

]x G (10)

According to these equations, the growth rate and the wave
number depends upon the wall normal distance. Usually, these
quantities are computed at the corresponding location where the
fluctuation reaches its maximum value. For incompressible flow,
the growth rate and the wave number are computed using the
streamwise velocity shape function (c5û).

The solution of linearized PSE equations~6! requires appropri-
ate boundary conditions in they-direction. At the wall, the com-
ponents of perturbation velocity satisfy the no-slip condition

û5 v̂5ŵ50, y50 (11)

and the Dirichlet conditions are applied in the free-stream

û5 v̂5ŵ50, y→` (12)

For incompressible flows, some residual ellipticity exist that
can result in numerical instability in the marching procedure for
small stepsizes. Therefore, the marching procedure will remain
stable when the stepsize exceeds from the certain minimum value
(Dx.Dxmin).

Nonlinear PSE. In the linear PSE, the disturbance amplitude
is assumed to be infinitesimally small so that the nonlinear inter-
action of these waves is negligible. For nonlinear waves, the total
disturbance is assumed to be periodic in time and in the spanwise
direction. For most problems, it is sufficient to choose a finite
number of modes. In these cases, the total disturbance vector
f8(x,y,z,t) can be expressed as follows:

f85 (
n52N

N

(
k52K

K

f̂nk~x,y!xnk~x,z,t ! (13)

where the shape function vectorf̂nk andxnk are:

f̂nk5~ ûnk ,v̂nk ,ŵnk ,p̂nk!
T

xnk5expF i S E
xo

x

ank~s!ds1kbz2nvt D G
The nonlinear PSE are obtained by substituting the disturbance

vectorf8 into the nonlinear disturbance equations and performing
harmonic balance for both linear and nonlinear terms. Finally, the
nonlinear PSE equations can be obtained for the shape function

Fig. 1 Flat plat boundary layer model

546 Õ Vol. 123, SEPTEMBER 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



f̂nk of a single Fourier mode (n,k), that can be written as a
system of first-order differential equations in they-direction in
terms of compact variablesFnk as follows:

Pnk

]Fnk

]y
1Rnk

]Fnk

]x
1QnkFnk5Hnk (14)

whereHnk is nonlinear forcing function. The nonlinear PSE for a
single Fourier mode is equivalent to the linear PSE with a fre-
quencynv and a spanwise wave numberkb with the additional
forcing functionHnk .

The procedure for determination of wave numberank is similar
to the linear PSE. For present computation, all modes are assumed
to have the same phase speed~phase-locked condition! i.e.,

ank5~nR~aF!,I~ank!! (15)

whereaF is the fundamental TS wave, which is a function ofx.
The calculation ofank is similar to the linear case according to
relation ~8!. For the detuned case the computation procedure is
more complicated in the sense that mode bookkeeping become
more cumbersome.

The solution procedure of the linear PSE can be applied to the
nonlinear PSE, except for the modes with zero frequency (n
50). These zero frequency modes are denoted as the mean flow
distortion ~MFD! (k50) or longitudinal vortex (kÞ0). The
boundary conditions~10! and ~11! can be applied to the longitu-
dinal vortex mode~zero frequency and non-zero spanwise wave
number! without modification. For the MFD mode, the free
stream boundary condition for normal velocity is replaced with
Neumann condition to allow the mean flow to adjust itself for
mass balance:

û005
] v̂00

]y
5ŵ0050, y→` (16)

This would allow the boundary layer to have the correct mass
balance~or displacement thickness! due to the modification of
mean flow (Ub1û00) caused by nonlinear mode interactions.

The new mode is generated into the field whenever the maxi-
mum magnitude of the corresponding nonlinear term is greater
than a threshold (1026). Similarly, a mode is removed when the
corresponding nonlinear term is less than the threshold and has
negative growth rate.

Numerical Solution
For accurate numerical solution, the fourth-order compact two-

point finite-difference~Euler-Maclaurin formula! ~Malik et al.
@7#!

Fi , j2Fi , j 215
hj

2 F S ]F

]y D
i , j

1S ]F

]y D
i , j 21

G2
hj

2

12F S ]2F

]y2 D
i , j

2S ]2F

]y2 D
i , j 21

G1
hj

5

720S ]5F

]y5 D
i , j

(17)

has been used to compute the basic flow and the PSE equations,
where F is the solution vector including compact variables and
hj5yj2yj 21 is the variable stepsize in they-direction. The fol-
lowing relation is used to generate the grid distribution in the wall
normal direction

yj5
yo

ȳ j
2yo , ȳ j5cosS j p

2 j max11D (18)

where j 50,1,2, . . . ,j max and yo is a suitable transformation pa-
rameter, typicallyyo54.5. All the present computations are per-
formed usingj max580 grid points.

The plot of modified wave number for the first derivative ap-
proximation of the Euler-Maclaurin method is given in Fig. 2. The
traditional fourth-order central finite difference approximation and
Hermittion fourth-order method are also presented in this figure.

The comparison of these methods with the exact wave number
indicates that the resolution characteristics of the Euler-Maclaurin
scheme is better than the others. This can be also seen from trun-
cation error of finite difference approximation. The additional mo-
tivations beside the global accuracy for using the fourth-order
Euler-Maclaurin method are:

• This method only involves two grid points and requires no
additional relations at boundaries and therefore, the accuracy
of method is the same through the whole numerical field.

• Since this formulation involves two grid points, any grid dis-
tribution in the physical plane can be used and no mapping is
needed.

• Using this method, the first derivatives are automatically
computed as a part of numerical solution. Therefore, the com-
putation of nonlinear terms require no intermediate computa-
tion of the first derivatives.

The traditional fourth-order central method would require the so-
lution of (434) block pentadiagonal system, while the Euler-
Maclaurin and Hermitian methods would require the solutions of
(737) and (11311) block tridiagonal systems, respectively.

Basic Flow Computation. In order to solve the flow field
with the fourth-order compact two-point scheme, the Blasius
equation has to be written as a first-order system of equations as
follows:

Fb5S f
v
s
D , Fb85S v

s
2 f s/2

D , Fb95S s
2 f s/2

2vs/21 f 2s/4
D

where

v5 f 8, s5 f 9

Substituting the above vectors into compact relation~17! and
linearizing the resulting equations using Newton method, a tridi-
agonal system obtained which can be solved by the Thomas algo-
rithm. The convergence is quick and it is less than 10 iterations
for tolerance of 10212.

PSE Computation. Numerical solution of PSE equations
needs to discretize Eqs.~6! and ~14! in both streamwise~x! and
wall normal ~y! directions. In the streamwise direction, the first
and the second order backward difference schemes are used. In
the wall normal direction, the fourth-order compact two-point
finite-difference is employed.

Fig. 2 Comparison of exact and modified wave numbers for
the first derivative approximation
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For linear PSE, the system of first-order differential equations
~6! can be rearranged in the following form~Chang et al.@4#!

]F

]y
5Q̂F1S (19)

provided thatP21 exists. It should be noted that the continuity
equation is replaced by its derivative at the wall to avoidP to be
singular (DetuPu5Ro). In the above equation:

Q̂i , j52Pi , j
21H Ri , j

~12m!Dx
1Qi , j J

Si , j5Pi , j
21Ri , j H ~11m!Fi 21,j2mFi 22,j

~12m!Dx J
where for the first and the second order accuracym is equal to 0,
1/3, respectively, andDx is the stepsize in thex-direction. Differ-
entiating Eq.~19! with respect toy and substituting into relation
~17! one obtains the following system of equations for thei th
streamwise plane:

A i , jFi , j 211Bi , jFi , j5Ci , j (20)

where

A i , j52I2
hj

2
Q̂i , j2

hj
2

12
S ]Q̂

]y
1Q̂Q̂D

i , j

Bi , j5I2
hj

2
Q̂i , j1

hj
2

12
S ]Q̂

]y
1Q̂Q̂D

i , j

Ci , j5
hj

2
~Si , j1Si , j 21!2

hj
2

12H F Q̂S1
]S

]yG
i , j

2F Q̂S1
]S

]yG
i , j 21

J
Here I is the unit matrix. The truncation error for the above

scheme is

O@~Dx!113m,h4#

These equations require seven boundary conditions. Equations
~11! and ~12! provide six boundary conditions. An additional
boundary condition is obtained using the continuity equation at
the wall. The above system of equations along with the seven
boundary conditions give a block tridiagonal system of equations
with a block size of 737.

For nonlinear PSE, the above equations can be used for each
mode (n,k), except forSi , j that must be modified as follows:

Si , j5Si , j u linear1Pi , j
21Hi , j

Initial Conditions
The initial conditions for the present computation are obtained

by solving the Orr-Sommerfeld equations at the corresponding
Reynolds numberRo and nondimensional frequency F (vn/U`

2

3106). The Orr-Sommerfeld equations in primitive forms can be
obtained from the linear PSE equations by setting]/]x derivatives
andVb equal to zero, i.e.,

]F

]yU
os

5Q̂Fos, Q̂5P̂21Qos (21)

which can be also solved using compact method.
The Orr-Sommerfeld eigenfunctions are normalized such that

umax8 5~2ûû†!1/25Ao (22)

and

Phs5tan21H I~ û!

R~ û!J
max

5~Phs!o (23)

whereAo and (Phs)o are initial amplitude and phase which are
input parameters to the code.

Results and Discussion
Here, both linear and nonlinear computations are presented for

two cases. All calculations initiated atRo5400 where the shape
function and corresponding wave number for the TS wave are
provided by the Orr-Sommerfeld~linear quasi-parallel! solutions.
All the present computations are performed on 500 MHZ Pentium
III with 128 MB RAM.

2-D Linear and Nonlinear PSE. The first test case is the
evolution of a two-dimensional TS fundamental wave of fre-
quency F586 using the linear and nonlinear PSE. The initial am-
plitude level of the fundamental mode~1F! is chosen to beA1,0

0

50.25 percent based onumax8 . For nonlinear calculations, three
Fourier components~N52, K50! with frequencies 0F, 1F, and
2F are used. The stepsize employed in the downstream marching
procedure isDx510 for both the linear and nonlinear PSE. The
results are obtained in the interval 400<Re<1000. The average
CPU times required for linear and nonlinear PSE computations
are 40 and 530 seconds, respectively. Figure 3 shows the ampli-
tude curves based onumax8 versus Reynolds numberRe
5U`d(x)/n5AU`x/n5ARex for the fundamental mode~1F!
and its first harmonic~2F!. The upper curve is the amplitude of
the TS wave and the lower one is the amplitude of the 2F har-
monic. This figure also shows the TS amplitude curve using linear
PSE which compares very well with the Bertolotti results@3#. The
present results for nonlinear PSE computations are in good agree-
ment with those of Bertolotti@3# and DNS computed by Bertolotti
et al.@5#. The differences between the present solutions and those
of the Bertolotti results@3# are due to different approximations
used in PSE formulation. Bertolotti used stream function formu-
lation and solved the resulting equation using the spectral method.
Here, the primitive form is used and it is numerically solved by
the compact method. For the nonlinear PSE, the velocity profiles
of u8 for the MFD wave~0F!, the TS wave~1F! and the first
harmonic wave are shown in Fig. 4 atRe5796. These profiles
agree very well with the DNS results by Bertolotti et al.@5#. The
present computations for nonlinear PSE are also in good agree-
ment with those of DNS computed by Joslin et al.@8#, but for
clarity these comparisons are not shown in the figures.

3-D Nonlinear PSE. There are different routes to transition
depending on the initial conditions. The PSE code developed here

Fig. 3 Comparison of amplitudes based on u max8 versus Rey-
nolds number for the TS wave F Ä86 using the linear and non-
linear PSE
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can be used all the way to transition for both fundamental~K-
type! and subharmonic~H-type! breakdown. The most dangerous
route is expected to be a three-dimensional subharmonic mode
interaction. To demonstrate the ability of the PSE in predicting the
onset of transition, a nonlinear interaction is considered between a
TS fundamental wave~mode~2, 0!! 2F5124 and a pair of sub-
harmonic oblique waves~~1, 1! and~1, 21! modes! for conditions
of Kachanov and Levchenko experiment@9#. The initial ampli-
tudes of the TS wave and the subharmonic wave are chosenA2,0

o

50.46 percent andA1,1
o 50.0035 percent based onumax8 , respec-

tively. The spanwise wave number of the subharmonic mode is
fixed atb50.14. The stepsize for the marching procedure isDx
515. The solution is obtained with Fourier series truncated toN
52, andK51, and extended fromRe5400 to Re5720. To in-
vestigate the effect of initial amplitude of subharmonic mode on
the solution, the results are also presented forA1,1

o 50.01
percent. For subharmonic breakdown, based on initial amplitudes
of subharmonic modeA1,1

0 50.0035 percent, 0.01 percent, the av-
erage CPU times are 265 and 725 seconds, respectively. Figure 5
shows the PSE results for the amplitudes of three modes~0, 0!, ~1,

1! and ~2, 0! based onumax8 together with experimental data for
H-type breakdown. Amplitudes were measured ath51.3. The
agreement is remarkable for the TS wave~2, 0!. The amplitude
curve for the subharmonic mode with initial amplitudeA1,1

o

50.01 percent is in better agreement thanA1,1
o 50.0035

percent. The results demonstrate that the solution depends on the
initial amplitude of subharmonic mode only in the transition re-
gion (Re.630) where the MFD mode rapidly rises thereafter.
The velocity profiles ofu8 for three modes atRe5608 for A1,1

o

50.01 percent are shown in Fig. 6. Good agreement in the ampli-
tude profiles are found between the present results and the DNS
computed by Fasel et al.@10# and also the experimental data es-
pecially for the TS wave. The differences between the PSE and
the experimental results for subharmonic mode may come from
the initial conditions which are provided by the Orr-Sommerfeld
equations. Although not shown here, the present solutions have
been compared with those of DNS computed by Joslin et al.@8#,
and show good agreement. Figure 7 presents the variations of
nondimensional displacement thickness and skin friction coeffi-
cient versus Reynolds number for the subharmonic breakdown.

Fig. 5 Comparison of amplitudes based on u max8 versus Rey-
nolds number for subharmonic breakdown „2FÄ124 and b
Ä0.14…. Dots denote experimental data †9‡.

Fig. 7 Variations of nondimensional displacement thickness
and skin friction coefficient versus Reynolds number for sub-
harmonic breakdown

Fig. 4 Comparison of velocity profiles of u 8 for various modes
at ReÄ796 and FÄ86. Circles denote results from DNS simula-
tion by Bertolotti et al. †5‡.

Fig. 6 Comparison of velocity profiles of u 8 for various modes
at ReÄ608 and 2FÄ124. Circles denote DNS results by Fasel
et al. †10‡ and dots are experimental data †9‡.
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This figure shows the results of unperturbed and perturbed flows.
As shown in this figure, near the onset of transition the displace-
ment thickness originally increases very little and then decreases.
The skin friction coefficient calculated by the nonlinear PSE has a
minimum atRe5670 forA1,1

o 50.0035 percent and is shifted back
to Re5650 forA1,1

o 50.01 percent. The rise of skin friction which
is due to the MFD indicates the onset of transition in the sense of
operational definition.

Conclusions
The stability analysis of the Blasius boundary layer has been

studied using linear and nonlinear PSE. Both linear and nonlinear
PSE equations have been solved using compact method and
primitive variables. The agreement of the present results with the
previous works and the direct numerical solutions and also experi-
ment is very good. The linear and the nonlinear results show that
the PSE approach is a powerful tool for the study of boundary
layer stability and prediction of transition location.
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A Numerical Investigation on the
Development of an Embedded
Streamwise Vortex in a Turbulent
Boundary Layer With Spanwise
Pressure Gradient
It is the aim of this article to investigate numerically the effects of spanwise pressure
gradient on an embedded streamwise vortex in a turbulent boundary layer. The governing
equations were discretized by the finite volume method and SIMPLE algorithm was used
to couple between pressure and velocity. The LRR model for Reynolds stresses was
utilized to predict the anisotropy of turbulence effectively. The validation was done for
two cases: one is the development of a streamwise vortex embedded in a pressure-driven,
three-dimensional turbulent boundary layer. The other involves streamwise vortex pairs
embedded in a turbulent boundary layer without the spanwise pressure gradient. In the
case of the former, the predicted results were compared with Shizawa and Eaton’s ex-
perimental data. In the latter case, the calculated results were compared against the
experimental data of Pauley and Eaton. We performed numerical simulations for three
cases with different values of spanwise pressure gradient. As a result, the primary stream-
wise vortex with spanwise pressure gradients decays more rapidly than the case with no
pressure gradients, as the spanwise pressure gradient increases. This indicates that the
spanwise pressure gradient may play an important role on mean and turbulent structures.
In particular, it can be seen that the increase of pressure gradient enhances a level of
turbulent normal stresses.@DOI: 10.1115/1.1378022#

Introduction
Three-dimensional turbulent boundary layers~3DTBLs!, with

embedded streamwise vortices, are often present in flows of engi-
neering such as aircraft wings, turbomachinery and heat ex-
changer, etc. Among examples of turbomachinery, the turbine
cascade flow is severely complicated by the interaction between
several streamwise vortices and the boundary layers forming on
the turbine blades and the endwall. In particular, a strong span-
wise pressure gradient across the curved passage causes skewing
of the endwall boundary layer. In this case, an additional mean-
velocity gradient]W/]y may be caused by a skewing effect of
flow due to spanwise pressure gradient. This spanwise pressure
gradient plays an important role in evolution of the mean and
turbulent flow characteristics because of its contribution to the
production of turbulent kinetic energy. Therefore, a better under-
standing of interactions between a streamwise vortex and turbu-
lent boundary layer with spanwise pressure gradient is very im-
portant in engineering design.

During the past decades, a wide variety of research has been
performed for junction flows at aircraft wing roots and for ship
and submarine appendage-hull junctions. Belik@1# and Shabaka
and Bradshaw@2# studied appendage-body junction and the wing-
body junction flow, respectively. In addition, Fleming et al.@3#
measured the mean and fluctuation velocities on the wing-body
junction flow. For an embedded vortex in turbulent boundary lay-
ers, Pearcy@4# developed the design rules to determine the opti-
mum configuration of vortex generators. Shabaka et al.@5# and

Mehta et al.@6# measured the Reynolds stresses and turbulence
triple products in a flow with a single embedded streamwise vor-
tex and with a pair of vortices with common flow upwards and
common flow downwards, respectively. Westphal et al.@7# inves-
tigated the effect of an adverse pressure gradient on a single em-
bedded vortex. Eibeck et al.@8# conducted experiments on stream-
wise vortices imbedded in a turbulent boundary layer. Shizawa
and Eaton@9# indicated that the development of turbulent flows
was very sensitive to the sign of the vortex. Actually, the majority
of relevant studies to the present type of flows have been carried
out only experimentally; only a few numerical researches were
found in the open literature for the type of flows like embedded
longitudinal vortices in a turbulent boundary flow.

A principal goal of this paper is to investigate the effects of
spanwise pressure gradient on an embedded streamwise vortex in
a turbulent boundary layer. According to Lee et al.’s@10# numeri-
cal results, all calculations were carried out by using the Reynolds
stress model~RSM! including the model of Launder, Reece and
Rodi ~LRR! @11# to describe the complex flows. For validation,
the numerical calculation was first performed for an embedded
streamwise vortex in a pressure-driven, three-dimensional bound-
ary layer. The predicted results were compared with the experi-
mental data of Shizawa and Eaton@9#. As another case for assess-
ment, the experiment of Pauley and Eaton@12# was taken for
calculating longitudinal vortex pairs embedded in a turbulent
boundary layer without spanwise pressure gradient.

In the main numerical simulation of this article, only a clock-
wise part of vortex pairs was taken as inlet conditions from the
data of Pauley and Eaton@12# to effectively investigate the effects
of spanwise pressure gradients on an embedded streamwise vortex
in a turbulent boundary layer. In the present calculation, three
different ducts bended in 0, 15, and 30 degrees were used for
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taking into consideration the geometry-induced pressure gradient
in the spanwise direction. It is thought that these results may
increase our understanding of the development of an embedded
streamwise vortex while interacting with spanwise pressure
gradient.

Mathematical Representation and Boundary Conditions
The Reynolds time-averaged continuity, Navier-Stokes and

Reynolds stress transport equations for steady and incompressible
flows are used in the computation of this paper. The continuity
and momentum equations can be written in conservation as
follows.

]U j

]xj
50 (1)

r
]

]xj
~U jU j !52

]P

]xi
1

]

]xj
~2mSji 2ruj8ui8! (2)

The modeled Reynolds-stress transport equations can be written
symbolically as follows.
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f i j 5f i j ,11f i j ,21f i j ,w
(1) 1f i j ,w

(2) (7)

wherePi j , di j , f i j , and« i j are the production term, the turbulent
diffusion term, the pressure-strain redistribution term, and the dis-
sipation term, respectively. The turbulent diffusion is modeled by
Shir @13# and the dissipation term can be determined from the
Rotta @14# model. The LRR model is also used for modeling the
pressure-strain redistribution term. The LRR model can take into
consideration the rapid part as well as the slow part, often referred
to as the return-to-isotropy. This model combines the linear Rotta
@15# model for the slow part of the pressure strain term with a
model of Naot et al.@16# for the rapid part.
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Bradshaw@17# has shown that there is an additional contribution
to pressure-strain term that has a nontrivial effect close to a solid
wall. Near the wall, the pressure-strain term are modified using
the wall correction for the slow and rapid parts as follows.
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The experimental coefficients used in the LRR model are listed in
Table 1 and taken from Gibson and Launder@18#. The dissipation
of turbulent kinetic energy can be described as follows.
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(11)
The incompressible, Reynolds time-averaged Navier-Stokes equa-
tions without boundary layer simplifications are solved by a finite
volume method on a staggered grid system, with scalar quantities
being stored at the center of the scalar control volume and all
other quantities are stored at the cell faces. The SIMPLE algo-
rithm is adopted in the present solution procedure in order to
provide the solution of pressure field. The inlet conditions for
velocity and turbulent stresses can be prescribed using the profiles
extracted from the experimental data. At the outlet region, the
streamwise derivatives of dependent variables are assumed to be
negligible. Meanwhile, in the wall boundary conditions, the pos-
sible approach to resolve the regiony1,50 is to use a low-
Reynolds-number model~Wilcox, @19#!, but this approach is too
costly in general 3D flows. The alternative is to adopt the wall-
function approach of Launder and Spalding@20#. The steep gra-
dient of both mean-flow and turbulence quantities also necessitate
modification to the turbulent transport equations. The present ap-
proach is based on the two-layers methodology details of which
may be found in Launder@21#.

Results and Discussion
As mentioned previously, Lee et al.@22# showed that the Rey-

nolds stress model~RSM! with the LRR model performed better
than other RSMs for prediction of anisotropy of turbulent normal
stresses. Hence, in this article, the RSM with the LRR model was
used for the calculation. The present study consists of two parts:
one is the preliminary calculations~cases 1 and 2! for assessment
of the computer code used in this article, and the other is the
numerical simulations~cases 3–5! for investigating how different
spanwise pressure gradients influence the flow characteristics of
an embedded streamwise vortex in a turbulent boundary layer.

Preliminary Calculation „Cases 1 and 2…. To begin with, a
preliminary calculation for the flow of the Shizawa and Eaton@9#
experiment~case 1! was performed, as listed in Table 2, to assess
the computer code used for the present work. They took into
consideration two types—counter-clockwise rotating and clock-
wise rotating vortices. In the present calculation, only a counter-
clockwise rotating vortex was treated for validation. As seen in
Fig. 1, the test section was designed to turn the initially two-
dimensional, turbulent boundary layer producing a skewed three-
dimensional boundary layer. The inlet two-dimensional flow is
turned by a symmetrical wedge. The computational domain was
taken for simulation by selecting a half part of the test section, as
seen in Fig. 1. Therefore, the inlet conditions for mean velocities

Table 1 The empirical coefficients of the LRR model
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and turbulent stresses were given from experimental data at slot
1~x57.6 cm! for calculation. Both sides in thez direction were
treated by wall boundary condition. The cross sectionx-z plane at
y50 consists of two conditions—symmetric and wall conditions.
A 67342335 grid was used for calculation and the present reso-
lution was found to give adequately grid-independent results in
our preliminary test.

Figures 2 compare the predicted mean velocity in the stream-
wise direction at several locations of slots 2 and 5 with experi-
mental data of Shizawa and Eaton@9#. The predictions for slot 2
are in good agreement with experimental data, whereas the pre-
dicted mean velocity of slot 5 is somewhat exaggerated on the
whole, especially near the wall. Actually, there may exist non-
equilibrium flows when flows are affected by a significant second-
ary flow due to spanwise pressure gradient. Hence, this discrep-
ancy may result from the fact that the wall-function used in this
work is not appropriate for the present type of flow because it is
intrinsically based on the assumption of local equilibrium.

From Fig. 3, the predictions of turbulent normal stresses were
compared against the experimental data at severaly locations of
slots 2 and 5. As expected, the RSM used for the present calcu-
lation predicted well the anisotropy of normal stresses but it failed
to predict the amount of stresses accurately. It may be thought that
the predicted results acceptably represent the qualitative trends.
On the whole, underestimation of turbulent normal stresses was
observed. This indicates that even RSM may not predict the tur-
bulent stresses accurately because the flow presently considered is
very complex due to the combined effects of secondary flows such
as a vortex with the spanwise pressure gradient. Most of all, it is
thought that this failure is mainly due to the conventional wall
function used for the calculation.

Meanwhile, as another case for assessment, the experiment of
Pauley and Eaton@12# was taken for calculating longitudinal vor-
tex pairs embedded in a turbulent boundary layer without span-

wise pressure gradient. Figures 4~a! and~b! represent the compu-
tational grid system for case 2 and the schematic diagram for case
4 as will be referred later. More details for calculation can be seen
in the reference~Lee et al.@10#!. Figure 5 shows the predicted and
measured skin friction coefficient. According to experimental ob-
servations~Pauley and Eaton@12#!, the skin friction coefficients
are high near the place where the normal component of velocity
near the surface is negative, resulting from the high-momentum
fluid convected downward from above. On the other hand, this
value is low when the flow is away from the surface. The pre-
dicted skin friction coefficient shows the good agreement with the
experimental data. Figure 6 represents comparisons of the turbu-
lent normal stresses with the experimental data at 8 cm in the
spanwise direction and at 188 cm in the streamwise direction.
Good agreement of predictions can be seen compared to experi-
mental data. In particular, the present calculation shows good pre-
dictability of anisotropy of turbulent normal stresses. A high level
of turbulent normal stresses is seen near the wall, while a reduced
level of stresses can be seen as the distance from the wall in-
creases. There are slightly better predictions for case 2 than those
of case 1. This may suggest that the conventional wall function
may be as serious problem in predicting the nonequilibrium flows
generated by vortex and spanwise pressure gradient. Therefore,
this problem of wall function may give us some difficulties in
effectively predicting the present type of flows affected by the
spanwise pressure gradient.

Fig. 1 Schematic diagram for the experiment of Shizawa and
Eaton †9‡

Fig. 2 Comparison between the predictions and the measure-
ments of Shizawa and Eaton †9‡ for streamwise mean velocity
„case 1, UeÄ16.5 mÕs…. „a… At slot 2; „b… at slot 5

Table 2 The test cases for calculation
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The Influence of Spanwise Pressure Gradient on an Embed-
ded Vortex in a 3DTBL„Cases 3,4,5…. As mentioned, an ulti-
mate aim of this article is in examining the mean and turbulent
flow characteristics for an embedded streamwise vortex in a tur-
bulent boundary when various pressure gradients are imposed to
the flow field in the spanwise direction. In this article, included
were three cases set~case 3, 4, 5! arbitrarily on the basis of Pauley
and Eaton’s@22# experiment. As seen in Fig. 4~b!, the cross-
sectional plane at station 1 was treated as the inlet region for
calculation and only a clockwise part of vortex pairs was taken as
inlet conditions from the data of Pauley and Eaton@22#. We used
the same configuration as Pauley and Eaton@12#, except for turn-
ing angles such as 0, 15, and 30 degrees for taking into consider-
ation the geometry-induced pressure gradient in the spanwise di-
rection. Hence, in the case of 0 degree, both cases 2 and 3 are of
same configuration but in case 3, only a single vortex taken from
experiment of Pauley and Eaton@12# is taken into consideration.
The plane at station 2 denotes the bend region, which is affected
by spanwise pressure gradient for cases 4 and 5. In addition, sta-
tions 3 and 4 are the downstream regions where the spanwise
pressure gradient is removed and comparisons between predicted
and measured results will be presented mainly in stations 2 and 4.
The inlet velocities and turbulent quantities were also given from
the experimental data of Pauley and Eaton@12#. The calculation
was also performed with a 60358335 grid and terminated when
the convergence criterion of 1025 was satisfied. Using CRAY-
T3E, a total time of computation was about 20 hour. As men-
tioned in the Introduction, it was not easy to find relevant experi-
mental data in the open literature for the present type of flow.
Hence, the present article offers the phenomenological trend
on the basis of validation from preliminary tests mentioned
previously.

Fig. 3 Comparison of predicted turbulent normal stresses
with experimental data of Shizawa and Eaton „1992… „case 1,
UeÄ16.5 mÕs…. „a… At slot 2; „b… at slot 4.

Fig. 4 Schematic diagram for longitudinal vortices with and
without the spanwise pressure gradient. „a… Grid system for
case 2 without spanwise pressure gradient „Pauley and
Eaton. …; „b… schematic diagram for case 4 with turning angle of
15 degree †9‡.

Fig. 5 Comparison of the predicted skin friction coeffcient
with experimental data of Pauley and Eaton †11‡ at station 3
„case 2 …

Fig. 6 Comparison of the predicted turbulent normal stresses
at ZÄ8 cm with experimental data of Pauley and Eaton †11‡
„case 2, UeÄ16 mÕs…
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Figure 7 shows the comparison of spanwise pressure gradients
along the streamwise direction. We can see that the spanwise
pressure gradient increases with the increase of turning angles.
Figures 8~a! and~b! represent the direction of mean velocity gra-
dient vector for cases 3 and 5, respectively. The direction of ve-
locity gradient vector is defined as follows.

gg5tan21F]W/]y

]U/]y G (12)

This represents the direction of skewed angle between gradients
of spanwise and streamwise velocity components. Originally,
Schwarz and Bradshaw@23# introduced this parameter in order to
explain the lag effect on 3DTBL with spanwise pressure gradient.
By using this parameter, we tried to show that there was a skew-
ing effect and a shifting of vortex due to spanwise pressure gra-
dient. In case 3, with turning angle of zero, the velocity gradient
vector anglegg increases near the vortices, whereas it is nearly
zero beyond the region affected by a vortex motion. In the case
with turning angle of 30 degrees, it can be seen from Fig. 8~b! that
there exists some skewing effect even beyond the region affected
by the vortex, indicating that the spanwise pressure gradient in-
fluences upon the whole region of three-dimensional flow. In case
3, the direction of velocity gradient vector decreases as the flow
develops downstream because of decaying vortex due to the effect
of turbulent diffusion, as will be discussed later. In case 5, a much
higher value of this parameter is found than for case 3 because of
the increase of spanwise pressure gradient. In particular, one can
see from Fig. 8~b! that the position of maximum value is moving
from left to right as the vortex develops downstream, compared to
case 3. A possible explanation may be that the effect of spanwise
pressure gradient is greater than the effect of the image vortex
near the wall. From the above results, it is obvious that the span-
wise pressure gradient can significantly change the mean structure
of flows of the type considered in this article.

Figure 9~a! shows the contour of normalized streamwise vor-

Fig. 7 The predicted spanwise pressure gradients for cases 3,
4, and 5

Fig. 8 The calculated direction of velocity gradient vector for
cases 3 and 5. „a… Case 3; „b… case 5.

Fig. 9 The contour of normalized streamwise vorticity,
Vx ÕUe , for case 3 at stations 1, 2, and 4. „a… Inputs for cases 3,
4, and 5 at inlet region; „b… case 3 at station 2; „c… case 3 at
station 4
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ticity at station 1. This profile taken from the experimental data of
Pauley and Eaton@12# was used as inputs for calculation of cases
3–5. The solid and dash lines represent the positive and negative
values, respectively, and the cross symbol indicates peak value of
primary vorticity. Figures 9~b! and ~c! are the predicted contours
for case 3 in bend and downstream regions. Compared to the
shape at inlet region, a more elliptic shape can be seen in these
regions because of the presence of wall. However, case 5~Fig. 10!
shows quite different shapes from case 3. There exists an enlarged
region of negative vorticity due to the spanwise pressure gradient.
In other words, this may be because of combined effect, resulting
from the fact that the direction of spanwise pressure gradient is of
same direction as the spanwise component of negative vorticity
near the wall. Consequently, the positive primary vorticity is mov-
ing upward due to the enlarged region of negative vorticity and it
is decayed gradually due to the turbulent diffusion.

Generally, a way to study the diffusion of vorticity is to exam-
ine the vorticity transport equation as follows.

U
]j

]x
1V

]j

]y
1W

]j

]z
5n¹2j1j

]U

]x
1h

]U

]y
1z

]U

]z

1
]

]x
S ]u8v8

]z
2

]u8w8

]y
D

1
]2

]y]z
~v822w82!

1S ]2

]z2
2

]2

]y2D v8w8 (13)

where,j, h, andz denote the components of vorticity inx, y, and
z directions, respectively. As seen in Eq.~13!, the mean convec-
tion of vorticity on the left-hand side are affected by the gradient
in the anisotropy of the normal stresses in the sixth term on the
right-hand side. This term is important to the analysis of the tur-
bulent diffusion of vorticity because it is capable of generating or
dissipating streamwise vorticity. The effects of this mechanism
are present mainly in the vicinity of the vortex and the tongue of
induced vorticity in the upwash region. Figure 11 represents the
predicted contours of gradient in the anisotropy of the normal

stresses. In both cases, the maximum value of this term,]2(v82

2w82/]y]z, can be found near the wall and in the vicinity of the
vortex. In particular, the higher level of this gradient occurs in
case 5 with the spanwise pressure gradient. Since the negative
values of this term may contribute to the attenuation of vorticity,
it can be thought that the vorticity of case 5 may be diffused much
more rapidly than that of case 3 with no spanwise pressure gradi-
ent.

In Fig. 12, the predicted skin friction coefficients were com-
pared at station 2 in order to show the effects of spanwise pressure
gradient. Compared to case 3, the predictions of cases 4 and 5 are
shifted to the negativez-direction, showing the movement of vor-
tex due to the spanwise pressure gradient. Generally, similar
trends to the case without spanwise pressure gradient can be ob-
served in the upwash and downwash regions for cases 4 and 5,
except for the location of peak values.

The predictions of turbulent normal stresses at station 4 are
presented in Fig. 13. The turbulent normal stresses increase in
cases 4 and 5 with spanwise pressure gradient because the pro-
duction in Reynolds stress transport equation is increased by ad-
ditional rates of strain, generated by the spanwise pressure gradi-
ent. The increase of thev82 turbulent normal stress without

Fig. 10 The contour of normalized streamwise vorticity Vx ÕUe
for case 5 at stations 2 and 4. „a… Case 5 at station 2; „b… case 5
at station 4. Fig. 11 Normalized contours of turbulent diffusion term. „a…

Case 2 at station 2; „b… case 5 at station 2.

Fig. 12 The predicted skin friction coeffcient for three cases at
station 2
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production may be due to the increase of the pressure-strain re-
distribution terms by which the production ofu82 andw82 can be
increased. In addition, it can be seen that thev82 stress is smaller
than theu82 and w82 stresses because the normal component of
mean velocity is decreased due to the wall-proximity effect. The
overall trends ofw82 stress are similar to those of theu82 stress,
except for their magnitude. Meanwhile, it can be seen from Fig.
13 that the turbulent normal stresses in case 4 are higher at both
locations than that in case 5 with higher spanwise pressure gradi-
ent, in spite of the fact that the amount of spanwise pressure
gradient of case 5 is greater than that of case 4 as seen in Fig. 7.
This may be because the location of the vortex center for each
case may be different in the spanwise direction. In other words,
the compared location of normal stress is not selected along the
center of vortex but at fixed location such asZ56 cm and 10 cm.
Therefore, it may be difficult to draw such a conclusion from Fig.
13 for the relation between the spanwise pressure gradient and the
turbulent stresses. In addition, higher values of turbulent normal
stresses are observed near the wall but in case 4, the peak values
of turbulent normal stresses exist at farther locations from the wall
relative to other cases. This may be due to the existence of inter-
face between primary and secondary vortices. At this interface,
there may be the maximum value of mean velocity gradient be-
cause the sign of secondary vortex is opposite to that of primary
vortex.

Conclusions
In the present article, numerical simulations were carried out

for three cases with different values of spanwise pressure gradient
in order to investigate the effects of spanwise pressure gradient on
an embedded streamwise vortex in a turbulent boundary layer.
The conclusions are as follows.

1 From the preliminary calculations~cases 1 and 2!, the pre-
dicted results are acceptable in the respect of qualitative trends
and the RSM with LRR model accurately predicts the anisotropy
of normal stresses. However, there are some discrepancies for the
prediction of turbulent normal stresses near the wall. This may be

due to the fact that the wall-function used in this work is not
appropriate for the present type of flows because it is intrinsically
based on the assumption of local equilibrium. Therefore, this
problem of wall function may give us some difficulties in effec-
tively predicting the present type of flows affected by the span-
wise pressure gradient.

2 In cases with the spanwise pressure gradient~cases 4 and 5!,
the primary streamwise vorticity decays more rapidly than the
case with no pressure effects due to the increases of turbulent
diffusion ]2(v822w82)/]y]z in the vorticity transport equation.
The turbulent normal stresses increase for all of three cases, re-
sulting from the increase of the production of turbulent normal
stresses due to the spanwise pressure gradient.

Actually, the present paper only offers the qualitative trend for
the effects of spanwise pressure gradient on an embedded stream-
wise vortex in a turbulent boundary layer. For greater accuracy, it
is thought that more sufficient experimental data for the present
type of flows in this article should be provided.
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Effects of Bulk Flow Pulsations
on Phase-Averaged and
Time-Averaged Film-Cooled
Boundary Layer Flow Structure
Flow structure in boundary layers film cooled from a single row of round, simple angle
holes, and subject to bulk flow pulsations, is investigated, including phase-averaged
streamwise velocity variations, and alterations of time-averaged flow structure. The bulk
flow pulsations are in the form of sinusoidal variations of velocity and static pressure, and
are similar to flow variations produced by potential flow interactions and passing shock
waves near turbine surfaces in gas turbine engines. Injection hole length to diameter ratio
is 1.6, time-averaged blowing ratio is 0.50, and bulk flow pulsation frequencies range
from 0–32 Hz, which gives modified Strouhal numbers from 0–1.02. Profiles of time-
averaged flow characteristics and phase-averaged flow characteristics, measured in the
spanwise/normal plane at x/d55 and z/d50, show that effects of pulsations are larger
as imposed pulsation frequency goes up, with the most significant and dramatic changes
at a frequency of 32 Hz. Phase shifts of static pressure (and streamwise velocity) wave-
forms at different boundary layer locations from the wall are especially important. As
imposed pulsation frequency varies, this includes changes to the portion of each pulsation
phase when the largest influences of static pressure waveform phase-shifting occur. At a
frequency of 32 Hz, these phase shifts result in higher instantaneous injectant trajectories,
and relatively higher injectant momentum levels throughout a majority of each pulsation
period. @DOI: 10.1115/1.1383972#

Introduction
Interest in the effects of large-scale bulk flow pulsations on film

cooling as applied to the turbine surfaces of gas turbine engines
has been increasing in recent years. Such bulk flow pulsations
result from the relative motion of adjacent blade rows because of
potential flow interactions in subsonic and transonic turbines, and
because of passing shock waves in transonic turbines. Flow un-
steadiness in turbines is also present due to passing wakes, as well
as freestream turbulence generated in the combustion chamber.
Because of the detrimental influences of these modes of unsteadi-
ness on surface heat transfer and the protection provided by film
cooling, detailed experimental data illustrating the influences of
these phenomena are needed for the design of gas turbine blade
components, as well as for the development of more widely ap-
plicable numerical models and prediction schemes.

One of the earliest studies on flow pulsation influences on film
cooling is described by Rigby et al.@1#, who examine the effects
of simulated nozzle guidevane shock waves and wakes on an ar-
ray of turbine blades placed in a linear cascade. Significant effects
of unsteadiness are apparent on film cooling from two separate
rows of holes placed on a blade suction surface. However, the film
cooling from holes placed on the pressure surface are only slightly
affected by the imposed unsteadiness. Abhari and Epstein@2# de-
scribe rotor heat transfer results from a short-duration blow-down
turbine test facility. The authors indicate that families of passing
shock waves and potential flow interactions cause the time-
averaged heat transfer rate to increase by 12 percent on the suc-
tion surface downstream of two rows of holes~compared with
values measured with no pulsations!. Five percent increases are
observed on the pressure surface downstream of three rows of

holes. Later studies@3–6# provide additional data on the dramatic
influences of shock waves and/or potential flow interactions on
film cooling. In one case@5#, reductions of adiabatic film effec-
tiveness by as much as 64 percent are predicted on the pressure
surface of a rotor blade. These are connected to time-averaged
magnitudes of unsteady surface heat flux which are 230 percent
greater than steady-state predictions.

Other recent work considers the influences of different forms of
flow unsteadiness on surface heat transfer, temperature fields, and
film cooling performance in two-dimensional cascades@7–10#,
and annular cascades@11,12#. Of these studies, Nix et al.@7# show
a maximum increase of heat flux of 60 percent due to passing
shock waves when data are averaged over a single blade passing
event. In contrast, Popp et al.@8# present measurements from the
suction sides of transonic rotor blades, which show that film ef-
fectiveness and heat transfer coefficient data are not affected ap-
preciably by passing shock waves. A later study by the same
authors@10# indicates that unsteady heat transfer fluctuations are
due mostly to temperature fluctuations from passing shock waves,
rather than significant alterations to heat transfer coefficients and
film effectiveness magnitudes by the passing shock waves.

Another recent study@13# includes flow visualization results
obtained downstream of round, simple anglel /d54 film cooling
holes on a flat plate over a range of blowing ratios when bulk flow
pulsations are imposed. Two distinct types of injectant flow be-
havior are observed, quasi-steady, and non-quasi-steady, which
are separated by magnitudes of Src less than or greater than 1–2.
According to follow-up studies@14–16#, the largest changes to
surface film effectiveness distributions, and to time-averaged film
cooled boundary layer structure are often present with higher-
frequency non-quasi-steady behavior. Other recent investigations
examine the effects of bulk flow pulsations on film cooling from
different length injection holes@16#, from two rows of holes@17#,
from spanwise oriented holes@18#, from holes with different
blowing ratios@19#, and from holes with different density ratios
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@20#. Of these studies, Bell et al.@19# and Ligrani and Bell@20#
provide correlations which give film and freestream conditions
when cooling protection is reduced due to bulk flow pulsations.
According to these correlations and the data presented, acceptable
levels of protection are present over wider ranges of imposed
pulsation frequencyn as either density ratiorc /r` , length-to-
diameter ratiol /d, or time-averaged blowing ratiom̄ become
larger.

In the present paper, attention is on the effects of pulsations of
static pressure and streamwise velocity induced throughout the
flow field as they alter the flow structure in boundary layers film
cooled using a single row of holes. These pulsations are arranged
to model similar variations which exist in the first turbine stages
of operating engines, especially ones due to potential flow inter-
actions, and to a lesser extent, to passing families of shock waves.
New experimental data and information are presented on:~i! the
variations of phase-averaged streamwise velocity which occur
through the period of each pulsation, and~ii ! time-averaged flow
structure at different experimental conditions~including profiles
of all three velocity componentsū,v̄,w̄, three normal Reynolds
stresses u82,v82,w82, and two Reynolds shear stresses
2u8v8,u8w8!. Unlike results presented in an earlier paper@15#,
these data are given for different flow pulsation frequencies at one
time-averaged blowing ratiom̄ of 0.5. Of particular interest are
the effects of different phase-shifts of pulsating streamwise veloc-
ity ~and pulsating static pressure! on flow structure. This is be-
cause these phase shifts not only have a large effect on the behav-
ior of the film and the surrounding flow field, but also because
they provide insight into flow field alterations due to the imposed
pulsations. The new data presented, which contain this flow field
information, are then also useful for the development of numerical
prediction schemes.

Experimental Apparatus and Procedures
The present experiment is conducted on a large scale with a flat

plate test section, low speeds, and constant properties to allow
detailed probing of flow features, and to isolate the interactions
between the film cooling, imposed pulsations, and boundary layer.
Important parameters are scaled so that nondimensional forms
match transonic turbine operating conditions.

Wind Tunnel. The wind tunnel is open-circuit and subsonic,
with a 6.25 to 1 contraction ratio nozzle. The nozzle leads to the
test section which is a rectangular duct 3.0 m long and 0.4 m
wide. At a freestream velocity of 10 m/s, flow at the test section
inlet shows excellent spatial uniformity, freestream streamwise
velocity variations less than 0.5 percent, and a freestream turbu-
lence level less than 0.2 percent. A schematic of the test section,
including the coordinate system and injection hole geometry, is
shown in Fig. 1. A boundary layer trip is located on the test plate
just downstream of the nozzle exit.

The center of the injection holes is located 24 hole diameters
downstream of the trip. Injection hole diameterd is 25 mm. The
five film cooling holes are placed in a single row with spanwise
spacing of 3 hole diameters. Each hole is oriented in a streamwise/
normal plane~i.e., with a simple angle orientation! inclined at 35
degrees angle from the test surface. The air used for the injectant
first flows through an orifice followed by a heat exchanger and a
plenum chamber. Pressure drops across the orifice plate are mea-
sured to deduce injectant mass flow rates. The heat exchanger
provides means to heat the injectant above ambient temperature,
but is not used to obtain any of the results presented in this paper.
The interior dimensions of the plenum chamber, which supplies
injectant to the film holes, are 0.58 m by 0.48 m by 0.12 m. Film
hole entrances are located on the side of the plenum with the
largest surface area, located on the top.

The freestream mean velocity is fixed at 10 m/s and the Rey-
nolds number~based on measured distance from the leading edge
of the trip! at the hole center is 614,000. Ratios of boundary layer

thickness to hole diameterd/d, displacement thickness to hole
diameter, and momentum thickness to hole diameter at the same
location are 1.02, 0.12 and 0.08, respectively. The time-averaged
blowing ratiom̄ is 0.5. Corresponding injectant Reynolds number
~based on hole diameter and average injectant velocity! is 7800.
The ratio of injectant to freestream density is 1.0.

Velocity Component Measurements. A crossed hot-wire
probe, with 5mm diameter and 1.25 mm long sensing wires, and
driven using constant temperature anemometer bridges is used to
measure instantaneous magnitudes of all three velocity compo-
nents. Different components are measured by orienting the
crossed-hot wire probe in different measurement planes. These
hot-wire probes are calibrated in the wind tunnel freestream, in-
cluding yaw calibrations used to determine effective angles of the
two sensors in the probe. The frequency response of the electronic
components of these constant temperature anemometry systems is
about 20 kHz. Time-averaged quantities are obtained using a mul-
timeter with a resolution of 10 nV which corresponds to a mea-
surement error of60.05°C. Time varying velocities are recorded
using a digital data acquisition system, which includes a multi-
plexer and an analog-to-digital converter.

Phase-averaged quantities are deduced from instantaneous ve-
locity time records using a decomposition based on the three dif-
ferent types of timewise variations experienced by the flow. With
imposed periodic flow, the instantaneous streamwise velocity is
given byu5ū1ũ1u8, whereū is the time-averaged streamwise
velocity, ũ is the phase-averaged periodic velocity component,
and u8 is the fluctuating velocity component. The time period
used in the determination of phase-averaged values is based on the
angular speed of the encoder of the motor used to drive the rotat-
ing shutter blades which are used to pulsate the flow. One motor
rotation corresponds to two flow pulsation periods. Signals from
more than 500 flow pulsation periods are ensemble-averaged to
obtain each phase-average. Data are sampled digitally to obtain
500 data points over each flow pulsation period. Individual phase-
averaged wave forms are determined at 100 equally spaced times
through each flow pulsation period.

Uncertainty Magnitude Estimates. Uncertainty estimates
are based on 95 percent confidence levels, and determined using
the methods described by Kline and McClintock@21# and by Mof-
fat @22#. The uncertainty of the phase-averaged velocityũ is about
2.5 percent, and the uncertainty ofū is about 1.5 percent. Uncer-
tainty of u82 is typically 4 percent. Uncertainties ofv82, w82,
2u8v8, andu8w8 are each about 10 percent.

Fig. 1 Schematic drawings of „a… test section and coordinate
system and „b… injection hole geometry and coordinate system
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Generation of Bulk Flow Pulsations. Static pressure pulsa-
tions are produced by an array of six shutter blades, which are
driven by a DC motor and a timing belt, and extend across the
span of the exit of the wind tunnel test section. Periodic blockage
is produced by the shutter blades as they rotate. Their sizes rela-
tive to the cross-sectional area of the test section exit set the
amplitudes of the imposed flow pulsations. Each shutter has 25.0
mm width ~which, when perpendicular to the flow gives maxi-
mum blockage!, and 1.5 mm thickness~for minimum blockage!
across the 0.28 m high by 0.4 m wide exit area. This gives a ratio
of maximum blockage area to the total open test section area of
0.53. This arrangement is advantageous because the static pres-
sure changes without significant total pressure variations, and rea-
sonably high frequencies of pulsation can be produced, often in a
sinusoidal form@16#.

With the arrangement employed here, freestream pulsation am-
plitudes, (ũ` max2ũ` min)/2ū` , range from 18 percent at a pulsa-
tion frequency of 2 Hz, to about 6 percent at a pulsation frequen-
cies of 16 Hz and 32 Hz. At higher imposed frequencies, the
amplitude thus stays about constant. These magnitudes depend
upon wind tunnel test section dimensions as well as the variations
of flow blockage which are produced as pulsation vanes rotate.
Lower amplitudes at higher imposed pulsation frequencies result
because of flow inertia, which also causes timewise variations of
the streamwise velocity to lag behind the static pressure pulsations
imposed at the test section outlet@15#.

Results and Discussion

Bulk Flow Pulsation Characteristics. For the results which
follow, magnitudes of the coolant Strouhal number Src range from
0–10, compared to values from 0.2–6.0 in the first stages of op-
erating transonic turbines. Ligrani and Bell@20# present a modi-
fied Strouhal number Srx , given by

Srx5Src /@m̄0.6~rc /r`!2.0~ l /d!2.0# (1)

which provides better correlation of film cooled pulsation data,
than given by the coolant Strouhal number Src alone. According
to these authors, significant reductions in film protection due to
the pulsations are present when Srx exceeds .055–.070~note that
Srx ranges from 0–0.30 in the present study!. This means that
acceptable levels of protection (Srx,.055– .070) are present over
smaller ranges of imposed pulsation frequencyf as eitherm̄,
rc /r` , or l /d becomes smaller. This is a consequence of compli-
cated flow physics, and because the protection provided by film
cooling generally~but not always! degrades as the pulsation fre-
quencyf increases.

From Ligrani et al. @15# and Seo et al.@16#, instantaneous
freestream velocity variations are strongly sinusoidal at lower fre-
quencies, but then become more sawtooth shaped at higher fre-
quencies from 20 Hz–32 Hz. Such behavior is evidenced from
measured waveforms and associated spectra of instantaneous
streamwise velocity at imposed pulsation frequencies from 2 Hz
@15#–32 Hz @16#. The shapes of velocity waveforms associated
with the pulsations are also affected by the resonant frequency of
the wind tunnel. According to Al-Asmi and Castro@23#, wave
forms at frequencies which are multiples of the wind tunnel reso-
nant frequency are more likely to be sinusoidal than waveforms at
other frequencies.

Also important are phase shifts of boundary layer flow proper-
ties. These occur in turbulent boundary layers subject to imposed
pulsations, even without film cooling, where wall shear stress~and
near-wall streamwise velocity! are phase-shifted by larger
amounts relative to pulsating freestream velocity as the imposed
pulsation frequency increases@24#. With film cooling added, the
phase shifts between static pressure and streamwise velocity at
different points in the flow are even more complex.

Of particular importance are phase shifts between instantaneous
static pressure at the exits of the film cooling holespc , and the
instantaneous freestream static pressure at the same streamwise

location p` . As a result of such activity, phase shifts also occur
between the pulsating components of the instantaneous injectant
velocity uc and instantaneous freestream velocityu` . The impor-
tance of such variations is illustrated by the traces presented in
Fig. 2. The hypothetical data in this figure show that, as the phase
of the injectant velocity shifts relative to the phase of the
freestream velocity, the amplitude and waveform of the instanta-
neous velocity ratiouc /u` changes significantly. For example, the
‘‘phase 0’’ distribution~i.e., no phase shift betweenuc andu`! in
Fig. 2 gives constant instantaneous velocity ratiouc /u` . In con-
trast, the ‘‘phase 1’’ and ‘‘phase 2’’ distributions give velocity
ratios uc /u` with important timewise variations~which are dif-
ferent from each other because phase shifts betweenuc andu` are
different!. Note that the peak-to-peak amplitude of eachuc wave-
form shown in Fig. 2~b! is the same.

Phase shifts betweenuc and u` are thus important because,
without them,uc /u` is generally about constant in the pulsating
flow field. Such phase shifts of velocity waveforms are due to
shifts of the static pressure waveform through the turbulent
boundary layer, which are further altered by the presence of the
film cooling. In Fig. 2~c!, both the phase and amplitude of the
different velocity ratio signals changes asuc is phase-shifted rela-
tive to u` . Data presented by Seo et al.@16# provide evidence of
larger phase shifts between instantaneouspc and p` ~and hence,
also between instantaneous injectant velocityuc and instantaneous
freestream velocityu`! as pulsation frequency increases. Such
variations result in changes to the injectant flow rate and velocity

Fig. 2 Typical timewise variations of: „a… freestream velocity,
„b… injectant velocity, and „c… injectant to freestream velocity
ratio, as the injectant velocity waveform is phase-shifted rela-
tive to the freestream velocity waveform. Phase 0: 0 degrees or
0 p phase shift. Phase 1: 90 degrees or pÕ2 phase shift. Phase
2: 180 degrees or p phase shift.
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ratio uc /u` over one pulsation period, and hence, to alterations of
both instantaneous and time-averaged injectant trajectories, cov-
erage, and overall protection.

Effects of Pulsation Frequency on Phase-Averaged Stream-
wise Velocity Profiles. The effects of phase-shifts on injectant
trajectories and on phase-averaged boundary layer structure are
illustrated by results presented in Figs. 3, 4, and 5 form̄50.5,
l /d51.6, x/d55, andz/d50. Presented are profiles of stream-
wise velocity, determined at different phases through pulsation
cycles, for imposed pulsation frequencies of 2 Hz, 16 Hz, and 32
Hz, respectively. Note that each phase-averaged velocity value~at
each boundary layer location! is determined from an ensemble-
average over more than 500 flow pulsation periods.

The results presented in Fig. 3 forf 52 Hz correspond to Src
5.094, Sr̀ 5.032, and Srx5.064. Such low coolant Strouhal
number values generally give quasi-steady film cooling behavior
@13,15#. When the flow is quasi-steady at all times~which is not
entirely the case for the Fig. 3 results!, the film trajectory and
distribution at each instant in time are then similar to the steady
trajectory and distribution which would exist at the same instan-
taneous flow condition. As a result, the film follows a continuous
stream away from the film cooling holes~at each instant in time!
as it pulsates in time. As the bulk pulsations are imposed, static
pressure then varies such that high values correspond to low
streamwise velocities in the freestream and outer parts of the
boundary layer, and low static pressure values correspond to high
streamwise velocities in the freestream and outer parts of the
boundary layer~relative to time-averaged velocity magnitudes!.
Low static pressures at the exits of the film cooling holes also
correspond to instantaneously high values of injectant trajectory,
momentum, mass output, and blowing ratio~all relative to time-
averaged values!. High near-wall static pressures then produce
opposite relative magnitudes of these injectant quantities relative
to time-averaged values.

Now, consider phase shifts of static pressure through the film
cooled boundary layer. If there areno suchphase shifts, then high
streamwise velocities in the freestream and outer boundary layer
correspond with high values of injectant velocity and relatively
high injectant trajectories~through a part of each pulsation cycle!.
Low freestream values then correspond to low magnitudes of in-
jectant velocity and relatively low injectant trajectories. Examin-
ing Fig. 3 for f 52 Hz indicates that relative magnitudes ofũ/ū`
in the outer parts of the boundary layer~at y/d.0.6– 0.7! gener-
ally correspond with the same relative magnitudes ofũ/ū` nearer
to the wall ~at y/d,0.6– 0.7! where the film makes the biggest
impression on the flow field. Exceptions are evident att/t of 0.7,
0.8, 0.9, and 0 since trends of velocities near the wall are different

from trends observed at othert/t. In particular, streamwise ve-
locities at these fourt/t values are higher than many other values
present near the wall for the samey/d.

These alterations are thus due to phase-shifts in streamwise
velocity waveforms and static pressure waveforms through the
film-cooled boundary layer. They are indicated by minima in
phase-averaged velocities in the outer parts of the boundary layer
~y/d.0.6-0.7, where the freestream dominates!, which are occur-
ring at a different part of the pulsation period compared to minima
in phase-averaged velocities in near wall regions~y/d,0.6– 0.7,
where the film cooling is most influential!. The largest phase
shifts are occurring in the part of pulsation periods where stream-
wise velocities in the freestream are lowest and static pressures in
the freestream are near maximum values. Such phase-varying ve-
locity profile distortion evidences nonlinear flow behavior, espe-
cially in the film dominated region of the boundary layer near the
wall. In this case, because of the low imposed frequency em-
ployed (f 52 Hz), the most significant phase-shifts are limited
only to about 40 percent of each overall pulsation period. Such
behavior also means that the film coolant is not quasi-steady 100
percent of the time. Instead, parts of the flow are quasi-steady
only over portions of each pulsation period.

According to Fig. 4, such phase-shifts become more significant
and occur over larger portions of each pulsation period~and over
larger portions of the boundary layer! when the imposed pulsation
frequency is 16 Hz~Src5.75, Sr̀ 5.26, and Srx5.51!. In this
case, the relative qualitative magnitudes in the freestream are out
of phase with variations through most of the boundary layer over
about 70 percent of each pulsation period. This is evident in Fig.
4 at t/t values from 0–0.6. This is a much larger percentage than
observed in Fig. 3 even though the pulsation amplitude at 16 Hz is

Fig. 3 Phase-averaged streamwise velocity profiles at x ÕdÄ5
and zÕdÄ0 for mÄ0.5, l ÕdÄ1.6, and fÄ2 Hz

Fig. 4 Phase-averaged streamwise velocity profiles at x ÕdÄ5
and zÕdÄ0 for mÄ0.5, l ÕdÄ1.6, and fÄ16 Hz

Fig. 5 Phase-averaged streamwise velocity profiles at x ÕdÄ5
and zÕdÄ0 for mÄ0.5, l ÕdÄ1.6, and fÄ32 Hz
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about 70 percent of the magnitude at 2 Hz. With the higher fre-
quency, variations ofũ/ū` profiles are also more complex. This is
illustrated by the trace att/t50.5, which is in the middle of the
profiles at othert/t in the freestream, lower than other profiles at
y/d50.7– 1.2, and then in the middle with relatively higher val-
ues at lowery/d. Such trends evidence highly nonlinear, complex
film-cooled boundary layer behavior whenm̄50.5, l /d51.6, and
the bulk flow pulsation frequency is 16 Hz.

Figure 5 then shows that this nonlinearity and complexity grow
even more when the imposed pulsation frequency reaches 32 Hz,
and Src51.50, Sr̀ 5.52, and Srx51.02. Thus, the changes from
Fig. 4–Fig. 5~where f changes from 16 Hz to 32 Hz! are much
larger than the changes from Fig. 3–Fig. 4~wheref changes from
2 Hz to 16 Hz!. In Fig. 5, the phase-averaged velocity profiles
change by larger amounts ast/t varies through each pulsation
period. Profiles are especially distorted due to phase-shifts of
static pressure waveforms att/t from 0.4–0.8. This is particularly
evident for thet/t50.4 andt/t50.5 profiles since these show
magnitudes which are both larger and smaller than all of the other
profiles at y/d51.4– 2.3 andy/d,1.4, respectively. Theset/t
times thus correspond to the portions of the pulsations with the
highest magnitudes of streamwise velocity, and injectant trajecto-
ries which are farthest from the surface. These times also coincide
with the portions of each phase when the largest influences of
static pressure waveform phase-shifting are felt. Because this oc-
curs when static pressures in the freestream areminimum~instead
of maximum!, behavior is then opposite to that observed when the
pulsation frequency is 2 Hz. Such differences forf 532 Hz ~in
Fig. 5! are partially due to non-quasi-steady behavior of the film at
higher frequencies and higher values of coolant Strouhal numbers.
Non-quasi-steady films are influenced by multiple flow pulsations
over the time interval required for the film to enter and exit each
film hole. This produces a wavy instantaneous film trajectory
when viewed from the side, as well as larger, overall changes to
film structure, and film distributions which are spread over larger
volumes as they are advected downstream@13#.

Time-Averaged Streamwise Velocity Profiles at Different
Spanwise Locations. The influences of bulk flow pulsations on
streamwise velocity magnitudes are also evident when these pro-
files are time-averaged. Such profiles are given forz/d of 0, 0.5,
1.0, and 1.5 in Figs. 6~a!–~d!. The profiles presented in Figs. 3–5
are time-averaged to obtain the profiles given in Fig. 6~a! for
z/d50. Film cooling flow conditions in this figure as well as Figs.
6~b!–~d! thus correspond to the same ones employed to obtain the
results in Figs. 3–5:m̄50.5, l /d51.6, and imposed pulsation
frequencies are 0 Hz, 2 Hz, 16 Hz, and 32 Hz.

At eachz/d, the time-averaged streamwise velocity profiles atf
of 2 Hz and 16 Hz are relatively close in magnitude to the profile
measured atf 50 Hz. This is especially so whenz/d is 1.0 and
1.5. At z/d of 0 and 0.5, these profiles are higher than thef
50 Hz profile aty/d,0.8, and in some cases, somewhat lower
than thef 50 Hz profile at 0.8,y/d,1.5.

Substantial differences between time-averaged velocity profiles
measured at an imposed pulsation frequency of 32 Hz and ones
measured at 0 Hz in Figs. 6~a!–~d! evidence dramatic changes to
instantaneous and time-averaged structure within the film-cooled
boundary layers. For all fourz/d of 0, 0.5, 1.0, and 1.5, thef
532 Hz time-averagedprofile is higher, and in many cases, sig-
nificantly higher than the profiles at other pulsation frequencies at
most ally/d locations. This is consistent with results in Figs. 3–5,
wherephase-averagedvelocities throughout the pulsation period
at 32 Hz are also much higher than profiles of phase-averaged
velocity measured throughout the film cooled boundary layers atf
of 2 Hz and 16 Hz. This is due to the influences of the pulsations
at boundary layer locations just downstream of the film holes, at
the film hole exits, and within the holes. Associated variations of
static pressure with time and spatial location atf 532 Hz are quite
complex, and result in higher instantaneous injectant trajectories,
and higher injectant momentum levels throughout a majority of
each pulsation period.

Another important feature of the streamwise velocity profiles in
Fig. 6~a! is the large gradient of velocity which is present aty/d
between 0.5 and 1.0. Atx/d55 andz/d50, this location corre-
sponds to the outer portion of the largest film concentrations. The
gradient then develops due to a shear layer which develops at the
interface between fluid with low streamwise momentum~below!
and fluid with high streamwise momentum~above!. When the
pulsations are imposed, the same shear layer gradient is present,
and in many cases, it extends over a larger vertical portion of the
boundary layer. This is because the imposed pulsations produce
periodically unsteady static pressure fields at the exits of the in-
jection holes which result in pulsating coolant flow rates. In addi-
tion, the pulsating static pressure and velocity fields in the bound-
ary layer just downstream from the injection holes result in
complex variations with time of the trajectories, distributions, as
well as the coverage of the injectant along the surface. The film
thus instantaneously changes its momentum and position in the
boundary layer when bulk flow pulsations are imposed. The mean
injectant trajectory with pulsations is also somewhat different, and
the same amount of injectant is spread over a larger volume com-
pared to nonpulsating flow, especially when the pulsation fre-
quencyf is 32 Hz.

Comparing the results in Figs. 6~a!–6~d! also gives information
on the influences of spanwise location on time-averaged structure
when f 532 Hz. The differences between these profiles and the
ones measured atf 50 Hz are much larger atz/d of 0 and 0.5 than
whenz/d is 1.0 and 1.5. This means that the largest effects of the
pulsations on time-averaged structure are present at and near the
middle of the highest film concentrations.

Time-Averaged Profiles of Spanwise and Normal Compo-
nent Velocities. The profiles of the time-averaged normal com-
ponent of velocity in Fig. 7 are again given forz/d50, m̄50.5,
and l /d51.6. The f 50 Hz time-averaged profile in this figure
shows that the normal velocity component becomes progressively
larger as the wall is approached andy/d decreases to 0. Profiles at
pulsation frequencies of 2 Hz and 16 Hz are qualitatively similar,
with only small quantitative deviations. Such behavior, of course,
is due to the upward motion of the fluid from the film cooling
holes, and the upwash region between the vortex pair created as
the film emerges from each hole. Large changes are then apparent
when the imposed pulsation frequency reaches 32 Hz, just like the
streamwise velocity component profiles in Figs. 6~a!–~d!. In this
case, normal velocity component magnitudes~for f 532 Hz! are
significantly larger at most ally/d examined, compared to those
measured at the other three pulsation frequencies studied.

Fig. 6 Time-averaged streamwise velocity profiles at x ÕdÄ5,
mÄ0.5, l ÕdÄ1.6, and bulk flow pulsation frequencies f of 0 Hz,
2 Hz, 16 Hz, and 32 Hz. „a… zÕdÄ0, „b… zÕdÄ0.5, „c… zÕdÄ1.0, „d…
zÕdÄ1.5.
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Another feature of the results in Fig. 7 is the decrease of mag-
nitudes of the normal velocity component as one moves upwards
and through the shear layer, mentioned earlier. Forf equal to 0
Hz, 2 Hz, and 16 Hz, this shear layer is located aty/d between 0.5
and 1.0. Forf 532 Hz, it is located farther from the wall aty/d
between 0.8 and 1.3.

Time-averaged profiles of the spanwise velocity component are
given for the same overall experimental conditions in Fig. 8. Note
that velocity magnitudes measured withf 50 Hz are first positive
and then negative asy/d increases from 0. Such variations are due
to the vortex structures produced by the film as it emerges from
the holes and enters the boundary layer. Magnitudes ofw̄/ū` then
become progressively closer tow̄/ū`50 as pulsation frequency
goes up. This means that alterations with pulsation frequency in
Fig. 8 evidence changes in vortex strength, with smaller vorticity
magnitudes asf increases from 0 Hz–32 Hz. Measurements from
another source@15# show similar behavior. Important are different
levels of vorticity diffusion with unsteadiness, and time-averaging
quantities in structures which are changing position with time. As
the each pulsation is imposed on the film cooled boundary layer,
the two horseshoe vortex legs oscillate toward and away from the
wall. As a result, vorticity regions associated with each vortex
cover a larger volume, and each oscillating vortex appears some-
what weaker and more spread out in the time-averaged surveys.

Time-Averaged Reynolds Normal Stress Profiles. Time-
averaged profiles of the streamwise, normal, and spanwise com-
ponents of the Reynolds normal stress are given in Figs. 9, 10, and

11, respectively. These are given for the same locations and ex-
perimental conditions mentioned earlier:x/d55, z/d50, m̄
50.5, andl /d51.6.

The changes with pulsations are due mostly to different levels
of turbulent diffusion as the pulsations are imposed, time-
averaging of flow structures which are changing position tempo-
rally, and the dramatic alterations to film behavior and structure
which become larger as pulsation frequency increases. Thus, the
largest changes relative to thef 50 Hz profile occur when the
imposed pulsation frequencyf is 32 Hz. Here, the influences of
higher injectant trajectories and smearing of magnitudes of the
time-varying trajectories are particularly apparent since magni-
tudes of (u82)1/2/ū` , (v82)1/2/ū` , and (w82)1/2/ū` are increased
by very large amounts~relative to the 0 Hz profile! at y/d from
0.8 to 2.5. In contrast, profiles of the normal stresses at 2 Hz and
16 Hz are very similar to the 0 Hz profile over the samey/d
range. At smallery/d, quantitative variations between profiles at
different pulsation frequencies are apparent. In addition, profile
magnitudes are generally smaller than the 0 Hz profile~for y/d
,0.8!, which generally has the highest local value. Peaks for all
three normal Reynolds stress components are present within the
strong shear layers~discussed earlier!, because this is where three-
dimensional production terms are highest, and where the pressure-
strain correlation is most effective in transferring energy between
the three normal stress components. Further note that the magni-
tudes of the normalized peaks of all three components in Figs. 9,
10, and 11 forz/d50 are roughly the same, as each is in the
vicinity of 0.10. Also notice that the data in Fig. 9 are also given

Fig. 7 Time-averaged normal component velocity profiles at
x ÕdÄ5 and zÕdÄ0, for mÄ0.5, l ÕdÄ1.6, and bulk flow pulsation
frequencies f of 0 Hz, 2 Hz, 16 Hz, and 32 Hz. Symbols defined
in Fig. 6.

Fig. 8 Time-averaged spanwise component velocity profiles at
x ÕdÄ5 and zÕdÄ0, for mÄ0.5, l ÕdÄ1.6, and bulk flow pulsation
frequencies f of 0 Hz, 2 Hz, 16 Hz, and 32 Hz. Symbols defined
in Fig. 6.

Fig. 9 Time-averaged, normalized profiles of the longitudinal Reynolds normal
stress at x ÕdÄ5, mÄ0.5, l ÕdÄ1.6, and bulk flow pulsation frequencies f of 0 Hz, 2 Hz,
16 Hz, and 32 Hz. „a… zÕdÄ0, „b… zÕdÄ0.5, „c… zÕdÄ1.0, „d… zÕdÄ1.5.
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for z/d values of 0.5, 1.0, and 1.5. The variations of these data
with z/d provide additional evidence that the pulsations have
the largest effects on the central parts of the largest film
concentrations.

Time-Averaged Reynolds Shear Stress Profiles.Time-
averaged profiles ofu8v8/u`

2 and u8w8/u`
2 are presented in

Figs. 12 and 13, respectively, for imposed pulsation frequencies of
0 Hz, 2 Hz, 16 Hz, and 32 Hz, and the same experimental condi-
tions and location (z/d50) mentioned previously.

Each profile ofu8v8/u`
2 in Fig. 12 shows an important local

minimum located about 0.65d from the wall for f of 0 Hz, 2 Hz,
16 Hz, and about 1.25d from the wall for f of 32 Hz. Values of
normalized three-dimensional shear stressu8w8/u`

2 in Fig. 13
show positive peaks at roughly the same locations relative to the
surface. The shear layer~mentioned earlier! at the interface be-
tween fluid with low streamwise momentum below and fluid with
much higher streamwise momentum above is responsible. This is
partially because the region of high negativeu8v8/u`

2 is
bounded by regions above and below~just outside of the shear
layer! where the normalized Reynolds shear stress is sometimes of
opposite sign and significantly lower in absolute magnitude.

As the imposed pulsation frequency increases, the most impor-
tant factor affecting shear stress magnitudes are then the periodic
alterations of they positions of the shear layer and the highest film
concentrations. As this shear layer oscillates to and from the wall

with each pulsation, the fluid containing the highest values of
stress is more spread out spatially which gives lowertime-
averagedmagnitudes of maximum Reynolds shear stress~as men-
tioned earlier!. Consequently, Figs. 12 and 13 show peak magni-
tudes of the normalized, time-averaged shear stresses,u8v8/u`

2

andu8w8/u`
2, which decrease in absolute magnitude continually

as the imposed pulsation frequencyf increases.

Summary and Conclusions
Flow structure in boundary layers film cooled from a single row

of round, simple angle holes, and subject to bulk flow pulsations,
is investigated. Of particular interest are phase-averaged stream-
wise velocity variations, and alterations of time-averaged flow
structure~streamwise velocity, normal velocity, spanwise veloc-
ity, three Reynolds normal stresses, and two Reynolds shear
stresses! at bulk flow pulsation frequenciesf of 0 Hz, 2 Hz, 16 Hz,
and 32 Hz. Coolant Strouhal numbers Src then range from 0–1.5,
freestream Strouhal numbers Sr` range from 0–.52, and modified
Strouhal numbers Srx ~Ligrani and Bell@20#! range from 0 to 1.02.
Injection hole length to diameter ratiol /d is 1.6, and the time-
averaged blowing ratiom̄ is 0.50. These values are chosen for
investigation because of the relatively large influences of bulk
flow pulsations on flow structure at these experimental conditions,
as indicated by several studies@16,19,20#, which show that pulsa-
tion effects generally become larger with increasingf, as either
l /d or m̄ decreases.

Fig. 13 Time-averaged, normalized profiles of the Reynolds
three-dimensional shear stress u 8w 8 at x ÕdÄ5 and zÕdÄ0, for
mÄ0.5, l ÕdÄ1.6, and bulk flow pulsation frequencies f of 0 Hz,
2 Hz, 16 Hz, and 32 Hz. Symbols defined in Fig. 9.

Fig. 10 Time-averaged, normalized profiles of the normal
component of Reynolds normal stress at x ÕdÄ5 and zÕdÄ0, for
mÄ0.5, l ÕdÄ1.6, and bulk flow pulsation frequencies f of 0 Hz,
2 Hz, 16 Hz, and 32 Hz. Symbols defined in Fig. 9.

Fig. 11 Time-averaged, normalized profiles of the spanwise
component of Reynolds normal stress at x ÕdÄ5 and zÕdÄ0, for
mÄ0.5, l ÕdÄ1.6, and bulk flow pulsation frequencies f of 0 Hz,
2 Hz, 16 Hz, and 32 Hz. Symbols defined in Fig. 9.

Fig. 12 Time-averaged, normalized profiles of the Reynolds
shear stress u 8v 8 at x ÕdÄ5 and zÕdÄ0, for mÄ0.5, l ÕdÄ1.6,
and bulk flow pulsation frequencies f of 0 Hz, 2 Hz, 16 Hz, and
32 Hz. Symbols defined in Fig. 9.
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Profiles of time-averaged flow characteristics and phase-
averaged flow characteristics, measured in the spanwise/normal
plane atx/d55 and z/d50, show that important alterations to
film-cooled boundary layer flow structure are present when pulsa-
tions are imposed compared to distributions measured with no
pulsations. Effects are larger as imposed pulsation frequency goes
up, with the most significant and dramatic changes atf 532 Hz.
As z/d is changed andx/d is held constant at 5, the largest
changes occur just downstream of the hole centerlines where film
concentrations are largest. In phase-averaged streamwise velocity
profiles, such changes are due to different phase shifts of static
pressure~and streamwise velocity! waveforms at different bound-
ary layer locations from the wall. They result in distributions
which can be vastly different from time-averaged distributions at
the same overall flow conditions, and forf 532 Hz, higher instan-
taneous injectant trajectories, and relatively higher injectant mo-
mentum levels throughout a majority of each pulsation period.
Also indicated, as imposed pulsation frequency varies, is a change
of the portion of each phase when the largest influences of static
pressure waveform phase-shifting are felt. Atf 532 Hz, this oc-
curs when static pressures in the freestream are near minimum
values, and atf 52 Hz, this occurs when static pressures in the
freestream are near maximum values.

The changes with pulsations are mostly due to:~i! spreading of
injectant concentrations over larger volumes, compared to steady
distributions, as the pulsations are imposed;~ii ! time-averaging of
these flow structures as they change position temporally;~iii ! the
dramatic alterations to film behavior and structure which become
larger as pulsation frequency increases; and~iv! different levels of
turbulent diffusion. In addition to the alterations to boundary layer
structure described, the effects mentioned are also expected to
result in changes to magnitudes of film cooling protection~in most
cases, to decreased levels!.
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Nomenclature

d 5 injection hole diameter
f 5 imposed bulk flow pulsation frequency
l 5 injection hole length

m̄ 5 time-averaged blowing ratio5rcūc /r`ū`
p 5 instantaneous static pressure

Src 5 injectant Strouhal number52p f l /ūc
Sr̀ 5 freestream Strouhal number52p f d/ū`
Srx 5 modified Strouhal number, Eq.~1!

t 5 time
u 5 instantaneous streamwise or injectant velocity
v 5 instantaneous normal component of velocity
w 5 instantaneous spanwise component of velocity
x 5 streamwise coordinate, measured from downstream edge

of film holes
y 5 normal coordinate, measured from test surface
z 5 spanwise coordinate, measured from test surface span-

wise centerline
d 5 boundary layer thickness
r 5 density
n 5 kinematic viscosity
t 5 pulsation period

Superscripts

¯ 5 time-averaged
; 5 phase-averaged
8 5 fluctuating component

min 5 minimum value
max5 maximum value

Subscripts

c 5 injectant at the exit planes of the holes
` 5 freestream
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LDV Measurement of Confined
Parallel Jet Mixing
Laser Doppler Velocimetry (LDV) measurements were taken in a confinement, bounded
by two parallel walls, into which issues a row of parallel jets. Two-component measure-
ments were taken of two mean velocity components and three Reynolds stress compo-
nents. As observed in isolated three-dimensional wall bounded jets, the transverse diffu-
sion of the jets is quite large. The data indicate that this rapid mixing process is due to
strong secondary flows, transport of large inlet intensities, and Reynolds stress anisotropy
effects. @DOI: 10.1115/1.1383970#

Introduction

Three-dimensional bounded jets are important in a variety of
engineering applications including turbine blades, gas turbine
combustors and microcircuit cooling, thrust vectoring nozzles, air-
foil boundary layer control, and ventilation system exhaust. Mix-
ing of bounded jets with adjacent jets or with their surroundings
~i.e., transverse and boundary normal momentum and heat trans-
fer!, plays a crucial role in the effectiveness of the injected flow in
these applications. A considerable body of research has been per-
formed which studies different classes of bounded jets. These in-
clude: jets bounded by free surfaces and solid walls, planar and
three-dimensional wall jets, jets bounded by one plane wall, two
parallel plane walls and axisymmetric walls~pipe and diffuser
geometries!, and systems with multiple interacting jets of various
configurations.

The authors investigated the mixing characteristics of confined
parallel turbulent jets. A large body of experimental research has
been performed on related flows, which suggests that some of the
physical mechanisms present in such Parallel Confined Jet~here-
after PCJ! mixing are important in rapid transverse mixing in
other bounded jet flows. Specifically, isolated three-dimensional
wall bounded turbulent jets have been studied by numerous re-
searchers. Measurements by Newman et al.@1#, and many others,
on three-dimensional isolated wall bounded jets have shown that
transverse jet growth rates in these flows are substantially larger
than the growth rates normal to the wall. Physical mechanisms to
which this anisotropic jet growth have been attributed include
increased turbulence transport~i.e., ](u8v8)/]y.](u8w8)/]z,
see coordinate convention in Fig. 1!, and secondary flows of the
first and second kind~Launder and Rodi@2#!. Also, Davis and
Winarto@3# took velocity and Reynolds stress measurements in an
isolated three-dimensional wall bounded jet and observed larger
effective momentum diffusion transverse to the jet than normal to
the bounding wall.

An isolated three-dimensional wall jet bounded on two sides by
a confinement has been studied by Holdeman and Foss@4#. Their
mean flow measurements showed strong secondary motions
~streamwise vorticity! and large jet spreading rates.

Several nondimensional geometric scales can be adopted to
characterize PCJ flows. The ratio of inlet nozzle hydraulic diam-
eter to confinement height and jet spacingDH /h, DH /L ~see Fig.
2! and the nozzle aspect ratio~AR! are relevant and serve to
distinguish the geometries investigated by others. The configura-

tion investigated here is characterized by closely confined, closely
coupled and low aspect ratio jets~i.e.,DH /h, DH /L andARall of
order 1!.

PCJ configurations have been studied by Krothapalli et al.@5#.
They found that the spreading rates of a multiple rectangular jet
configuration was not significantly affected by the presence of a
partial confinement. However, the configuration considered in this
paper differs significantly from that of Krothapalli and his co-
workers in that the aspect ratio of their rectangular jets wasAR
>20 ~versus>1 for the present geometry! and the normalized
distance between their jets wasDH /L>5 ~versus>1 for the
present geometry!. Accordingly, the presence of a confinement in
their experiments has significantly less influence on parallel jet
mixing than observed in this study.

The purpose of the present PCJ measurement program was to
take mean flow and Reynolds stress data of sufficient detail to
improve the understanding of the physics in PCJ flows, and for
turbulence model development and CFD analysis verification. An
adequately verified CFD tool will provide the ability to optimize
the flow rates and jet size/position to maximize mixing rates. The
present experimental program contributes to the available mea-
surements of bounded jet flows, with the configuration investi-
gated being characterized by the presence of multiple parallel jets,
bounding surfaces on two sides, low aspect ratio jet cross-sections
and close proximity of adjacent jet centerlines~relative to jet di-
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Fig. 1 „a… Top view, „b… front view sketches of parallel con-
fined jet test section
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ameters!. The purposes of this paper are to present and interpret
the experimental measurements taken in the PCJ configuration.

Configuration and Measurement Program
Figures 1 and 2 show sketches of the test section and optical

configuration used for the measurement program. The coordinate
convention utilized throughout is also presented in Fig. 1. Five
pipes of diameterD50.0381 m and 22 diameters long issue into a
confinement. The confinement is 0.01905 m in height, 0.4064 m
wide, and 0.7620 m long. The flat walls of the confinement give
rise to very good optical access. The axis of the third pipe is
coincident with the centerline of the confinement. The pipe cen-
terlines are spaced 0.0762 m apart. The end walls~y50.0 and
0.4064 m! were located 0.0508 m from the centerline of the out-
ermost jets.

The dynamics of the parallel confined jet flow can be qualita-
tively characterized as follows. As the water flowing through each
of the five inlet pipes nears the inlet to the confinement, it accel-
erates because the cross-sectional areas at the inlet to the confine-
ment are smaller than the pipe cross-sectional area~Fig. 1!. As the
jets issue into the confinement, they decelerate due to a step in-
crease in flow area, and begin to diffuse in the transverse~y!
direction. Recirculation zones appear between each pair of jets.
The jets mix out quite rapidly; the centerline axial velocity of jet
3, normalized by confinement bulk velocity, decreases from 2.7–
1.6 within approximately 5 confinement heights downstream from
the inlet. As the jets mix out, the region of the flow well away
from the endwalls approaches that of a fully developed two-
dimensional turbulent duct flow.

A 40 hp variable speed centrifugal pump was used to control
flow. The test section flow rate was measured to61/2% of read-
ing using a turbine flow meter in the supply line to the test section.
Flow rates through the five inlet pipes were controlled and mea-
sured to an accuracy of 2.531025 m3/s using rotometers in the
individual pipe inlet lines. The volume flow rate of water through
the facility was 6.3131023 m3/s. The flow split was controlled

via valves downstream from the rotometers. This flow split was
optimized through trial and error to yield near periodicity of the
three middle jets as discussed below. Loop temperature was con-
trolled using resistance heaters located on the pump suction piping
and chilled water through a heat exchanger as necessary. The loop
temperature was held constant at 38°C. The Reynolds number of
the inlet pipe flows based on pipe bulk velocity and diameter was
approximately 60,000.

The test section was designed using clear cast acrylic. To mini-
mize distortion of the beams through the test section walls, the
cast acrylic was milled to a 0.13 mm tolerance on thickness and
polished to retain optical clarity.

A four-beam backscatter laser Doppler fiber optic velocimetry
system was used to take the velocity measurements. A 122 mm
focal length lens was utilized with the probe, producing a mea-
surement volume 0.32 mm long and 0.06 mm wide in water. The
fiberoptic probe was supported above the test section with a beam
mounted to a milling machine which controlled traversing, with
an estimated maximum positional error of60.25 mm. Neutrally
buoyant latex seed particles~5 mm! were used for the LDV mea-
surements. Water added to the loop was deaerated to minimize the
presence of bubbles in the flow stream. In all cases the beam
powers were maintained between 30 and 60 mW for the green
~514 nm wavelength! beams and between 10 and 20 mW for the
blue ~488 nm wavelength! beams. A 4 W Argon laser generated
the beams.

A digital burst correlator was used to process the LDV data.
This processor discriminates signal from noise using auto-
correlation instead of amplifying detection. A total of 256 digital
samples per Doppler burst were analyzed to calculate a single
velocity measurement. A 40 MHz Bragg shift was applied to one
beam of each of the beam pairs to enable measurement of zero
and negative velocities. Coincidence between the two velocity
components was achieved by requiring the two measurements be
within a specified time interval. For this experiment, the coinci-
dence interval specified was 100ms. The coincidence data rate
varied between approximately 10 Hz and 300 Hz, depending on
the proximity of the measurement volume to the wall. Three-
thousand samples were taken at each point to maximize statistical
certainty. A transit time weighting scheme was used to correct the
velocity data from biases due to turbulent fluctuations~Barnett
and Bentley@6#!.

Considerable effort was made to generate a nearly periodic jet
field in the central part of the test section. Predesign Navier-
Stokes analyses indicated that using five jets would provide rea-
sonable periodicity in the three central jets. The near periodicity
of the jet field, reduced the total amount of data to be obtained,
since three planes of symmetry could be exploited, as indicated in
Figs. 1 and 2. Additionally, CFD analysis of the flow can be
simplified by reducing the required computational domain size.
Near periodicity in the central three jets, and thex-y andx-zsym-
metries afforded by the geometry were realized, as verified by
measurements presented below. Accordingly, relatively high reso-
lution data was taken in a 1/4 jet section at twelve axial locations
shown in Fig. 2. Scans were taken at all twelve locations. Figure
3 shows a typical cross sectional measurement scan grid. For the

Fig. 2 Sketch of probe orientation and 12 scan locations

Fig. 3 Contours of measured axial velocity 0.027 m downstream from confinement
inlet, illustrating the cross-stream resolution of scans in the measurement space
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first 9 axial scan locations (x<0.1016 m), a 1338 traverse grid
was used as shown in Fig. 3. Superposed in this figure are con-
tours of measured axial velocity atx50.0279 m downstream from
the confinement inlet. As the jets mixed more thoroughly, well
downstream from the inlet (x>0.1524 m), a coarser traverse grid
of 1035 was utilized.

Experimental Results and Interpretation

Experimental Errors. LDV measurements are subject to nu-
merous errors, most of which can be quantified. The total uncer-
tainty can be found by combining precision and bias errors as:
U total56(B1tP), whereB is the bias error,P is the precision
error, andt51.96 for a 95% confidence level~for a sample size
greater than 50!. Patrick @7# states the bias errors include errors
from laser beam geometry, signal processor errors and seeding
bias errors. Most of the bias errors are very small compared to
precision errors~discussed below! and are thus neglected. The
bias errors which can be of the same order of magnitude as the
precision errors are velocity and angle bias. As mentioned above,
the velocity bias error is corrected using transit time weighting,
while frequency shifting was used to minimize angle bias. Thus
the bias errors can be neglected.

The precision errors in LDV measurement are data processing
errors which result from averaging a finite number of data samples
per data point. In LDV measurements, the velocity does not re-
main constant during the sampling period, but fluctuates due to
turbulence. Thus the precision error in the mean velocity, assum-
ing a normal distribution of velocity samples, is:

SV̄

V̄
5

1

AN
S V8

V̄
D (1)

whereV̄ is the sample mean velocity, andV8/V̄ is the local inten-
sity. Patterson@8# states that the mean square turbulence intensity
has a chi-square distribution. For a large sample size (N.50), the
precision error of the turbulence intensity measurement can be
found from:

Sv8

v8
5

1

A2N
(2)

For the LDV measurements taken here, 3000 axial and tangen-
tial coincident samples were taken at each measurement position.
This gives an uncertainty of approximately62% inside the jet,

64% in between the jets for bothU andV and62% for Au8u8

andAv8v8 ~these errors based on normalization with respect to
Ubulk!.

Flow Field Characterization. Several initial characterization
studies of the flow field were performed to verify the absence of
large scale unsteady motions, to verify the desired symmetry and
periodicity characteristics of the five jet flows and to characterize
the flows well upstream and downstream from the confinement
inlet.

Figure 4~a! shows an energy spectrum of axial velocity mea-
sured at the center of jet 3, 2.67 confinement heights downstream
from the confinement inlet~x50.0508 m, y50.0 m, z50.0 m!.
The plot shows a Fast Fourier Transform~FFT! of the 500,000
data points taken at a average random acquisition rate of approxi-
mately 525 Hz. For the geometric length and mean velocity scales
of the present configuration a turbulence scale range of approxi-
mately 100 Hz to 10,000 Hz is anticipated. Clearly, the spectrum
only captures the larger scales of turbulence~the energy content of
the smaller scales being aliased to lower frequencies!. The spec-
trum exhibits no indication~peak! associated with long time scale
quasi-unsteadiness associated with the ‘‘mean’’ flow~as may be
manifested in jet ‘‘flapping’’!.

Several transverse scans~Ū versusy! were taken along the
centerline of the confinement (z50.0 m). These served to provide
guidance in adjusting the flow rate through the outer jets to maxi-
mize the periodicity of the center three jets. Figure 4~b! shows the
data from thex50.0508 m scan, and illustrates the near periodic-
ity achieved. The flow rate splits through jets 1–5, were 19.7,
20.2, 20.2, 20.2, and 19.7%, respectively, of the total test section
flow rate of 6.3131023 m3/s. The axial momentum defect which
appears at the centerline of each jet in this plot will be discussed
below.

Figure 4~c! shows the nearly symmetrical scans ofU/U jcl ver-
susz along the centerline of jet 3(y50.2032 m) atx50.0508 and
x50.1016 m. Figures 4~b! and 4~c! serve to justify the use of the
three symmetry planes exploited in the detailed measurement pro-
gram pursued and in Navier-Stokes analysis~details of CFD com-
putations appear in Kunz et al.@9#!.

Fig. 4 „a… Energy spectrum of axial velocity taken at x
Ä.0508 m, yÄ0.0 m, zÄ0.0 m; „b… Measured axial mean velocity
versus y at x Ä.0508 m, zÄ0.0 m; „c… Measured axial mean ve-
locity versus z for jet 3 at y Ä.2032 m for x Ä.0508 m „triangles …

and .1016 m „squares …
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As the jets mix, the confinement flow approaches that of a fully
developed two-dimensional turbulent duct flow, since three-
dimensional effects become negligible~aspect ratio of
confinement521.3!. A detailed scan was performed in thez di-
rection near the confinement outlet, 34.67 confinement heights
downstream from the inlet station~x50.6604 m,y50.2032 m!.
Figures 5~a! and ~b! show the measured axial velocity profile
versusz at this location.~Measured transverse velocity was no
more than 0.007Ucl!. The open symbols in Figs. 5~a-c! corre-
spond to data obtained very close to the confinement wall
(z-zwall50.12,0.19 mm).2 A normalized wall shear stress ofCf

52tw /rUcl
2 50.0065 collapses the axial velocity reasonably well

to a logarithmic law-of-the-wall profile as seen in Fig. 5~a!. ~A
spline fit through the first two data points yieldedCf50.0057!.
Laufer @10# investigated several nearly fully developed channel
flows including two of very similar Reynolds number to the PCJ
configuration ~Re* 524,400, 24,600 versus 23,400 for PCJ!.
Laufer reported wall stress values ofCf50.0036 and 0.0038 for
these two channels, significantly lower than the values deduced
for the PCJ configuration. Consideration of this difference and of
the mean velocity and turbulence intensity data in Figs. 5~b! and
5~c! suggest that the Reynolds normal and shear stresses in the
PCJ confinement flow are significantly higher than in Laufer’s
channels. This is consistent with results to follow which indicate
that the turbulence levels in the PCJ configuration are still decay-
ing from their large near-inlet values at this near-outlet location.

Figure 6 shows a plot of measured axial mean velocity in the
inlet pipe to jet 3, 1.75 pipe diameters upstream of the confine-
ment inlet (x520.0667 m). The profile is seen to be very close
to symmetric, and compares well with a 1/7 power law distribu-

2The measurement volume length of 0.32 mm in water indicates that the probe
volume partially intersects the wall for these two measurement locations. Though the
measured values of mean velocity appear reasonable, the normal stresses appear to
be unrealistically high. Accordingly, the uncertainty associated with these two points
was deemed significantly higher than the uncertainty estimated below for all the
other top scan data.

Fig. 5 Measurements of axial velocity and normal stresses versus z at x
Ä0.6604 m, yÄ0.2032 m. „a… Comparison of axial velocity with law-of-the-wall;
„b… comparison of axial velocity with data due to Laufer †10‡; „c… comparison of
normal stresses with data due to Laufer †10‡.
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tion. Some evidence of the approaching confinement area
step change is discernible in slight symmetric inflections near
z560.01 m (z/h[60.5).

Detailed Scans. Figures 7 and 8 present axial and transverse
mean velocity data at the first 10 scan locations. Figures 7~a-j!
show front view contour plots ofU and V. Figure 7~k! shows a

plot of thex50.0381 m scan. Clearly, the data are quite smooth,
and both mean velocity components were found to be repeatable
to within 0.02 m/s.

Several important features of the mean flow are obtained from
the data in Fig. 7. Flow issuing into the confinement from the inlet
pipe encounters a variable height ‘‘forward step’’ contraction, the
maximum height of which occurs at the pipe/jet centerline. This
gives rise to a large axial momentum defect at the jet centerlines.

Fig. 6 Comparison of measured axial mean velocity in the jet 3
inlet pipe at x ÄÀ0.0667 m, with 1 Õ7 power law profile

Fig. 7 Measured mean velocities, U and V. „a…–„j… are contour plots at x Ä0.0051, 0.0127,
0.0216, 0.0270, 0.0381, 0.0508, 0.0635, 0.0762, 0.1016, 0.1524 m, respectively. Experimental scan
location grid is overlaid on contour plots. Two contour level bars for V velocity correspond to
top four and bottom six scans, respectively. Figure 3 shows relative position of confinement
wall and symmetry planes for these plots; „k… shows carpet plots of these data at x
Ä0.0381 m.

Fig. 8 Measured axial distributions of jet 3 axial velocity decay
„circles … and mass weighted average axial turbulence intensity
„triangles …
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This defect is observed only very near the confinement wall atx
50.00508 m~Fig. 7~a!!. The size of this defect region grows inz
and y over the first several scan locations. This is due in part to
turbulence diffusion. Secondary flows which develop near the in-
let likely also play a role in this transport of low momentum fluid.
The peak jet centerline velocity is seen to increase due to this
blockage~see also Fig. 8!. The region of diminished axial velocity
reaches the confinement centerline atx50.0270 m. This may be
considered the axial extent of the near potential flow core at the jet
centerline. This centerline defect is observed all across the con-
finement fromx50.0270 m tox>0.15 m~Fig. 7~j!! where its in-
fluence is seen to wash out.

As the parallel jets issue into the confinement, a large recircu-
lation appears between adjacent jets. This recirculation zone is
seen to be wider (Dy) and longer (Dx) near the confinement wall
than at the confinement centerline~Figs. 7~a-g!!. Specifically, at
the confinement centerline,xreattach>0.063 m, compared to
xreattach>0.069 m at the scan location closest to the wall (z/(h/2)
50.859). Maximum magnitudes of reversed flow velocities are
larger near the confinement wall than at the confinement center-
line: uV̄umax,recirc>0.67 m/s versus 0.51 m/s.

Downstream from the recirculation zones between the jets (x
.0.07 m) significant negativeV velocities were measured across
the jet due to jet spreading~streamline divergence!. Near the con-
finement inlet (x50.0127,0.0216,0.0270,0.0381 m), however,
relatively large transverse velocities near the wall are positive
~towards jet centerline! and near the confinement centerline nega-
tive. The magnitudes of these transverse velocities reach nearly
0.4 m/s, compared to the cross-section bulk velocity of 0.82 m/s.
This suggests significant streamwise vorticity, arising from
streamline divergence and secondary flows. Transverse velocities
eventually diminish towards zero as the jets decay.

In Fig. 8, the axial jet decay along the confinement centerline is
presented as a plot of normalized difference between measured
axial velocity at the jet 3 centerline (yjcl50.2032 m) and at the
symmetry plane between jets 2 and 3(ymcl50.1651 m).~Two ve-
locity difference values appear at several axial locations since
repeated measurements were performed there.! The difference be-

tweenU jcl and Umcl increases near the inlet as discussed above,
reaching a maximum of (U jcl2Umcl)/U jcl>1.25 atx50.027 m.
The jets then mix out quite rapidly, falling to (U jcl2Umcl)/U jcl
>0.3 atx50.152 m.

Also presented in Fig. 8 is mass weighted average axial turbu-
lence intensity, defined as:

T̄5
1

Ubulk
AE

Axs1/4

u8u8U dAxs1/4Y E
Axs1/4

U dAxs1/4 (3)

plotted versusx. This intensity is seen to increase rapidly near the
inlet, reaching approximately 0.40 atx50.0508 m. The turbu-
lence intensity then decays exponentially. Atx50.6604 m the av-
erage turbulence intensity is approximately 0.08, and still appar-
ently decaying~see Fig. 5~c! and discussion!.

Figure 9 shows selected comparison of measured axial and
transverse turbulence intensities at three axial locations. The three
selected scans are located:~a! very near the confinement inlet (x
50.0051 m),~b! approximately halfway along the axial extent of
the recirculation zones (x50.027 m), and~c! approximately two
confinement heights downstream of reattachment (x
50.1016 m). Very near the confinement inlet, turbulence intensi-
ties are quite small except near the wall and at the interface be-
tween the incoming jet and the recirculation region between jets,
where maximum local intensities,Au8u8/U local , of approximately
25% are observed. Atx50.027 m, intensities grow quite large in
the vicinity of the jet-recirculation zone interface. The location of
peak intensity shifts towards the jet centerline as the confinement
wall is approached, consistent with the cross-sectional shape of
the inlet ~Fig. 1!. Turbulence levels at the confinement centerline
remain small near the jet centerline, since flow at this location has
primarily been subject to relatively small normal strains.

Transverse intensities exhibit the same trends as axial intensi-
ties at these first two scan locations, though the magnitudes of
u8u8 are nominally 50% higher. Downstream of reattachment,
u8u8 and v8v8 exhibit significantly different character. Specifi-

Fig. 9 Carpet plots of measured axial and transverse intensities „m2Õs2
…. Left column: u 8u 8,

right column: v 8v 8. „a…–„c… at xÄ0.0051, 0.027, 0.1016 m. Refer to Fig. 7 for key.
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cally, in the defect region between the jetsv8v8 is larger than
u8u8, and diminishes monotonically toward the jet centerline.
u8u8 retains its upstream character of maximum magnitude near
the location of maximum transverse shear (]U/]y).

The Reynolds shear stress data,u8v8, are plotted in Fig. 10 at
the same three representative axial locations. Qualitatively, these
shear stresses follow gradient diffusion trends, as comparison with
Fig. 7 affirms.

Conclusions
Detailed LDV measurements were taken in a parallel confined

jet configuration. Two components of mean velocity and three
Reynolds stresses were obtained. Several conclusions were drawn
from the measurements:

Test section design and tuning the flow rates in the outermost
jets gave rise to a nearly periodic flow so that three planes of
symmetry could be exploited in the measurement program. This
also, of course, facilitates Navier-Stokes analysis efforts.

Detailed resolution of the development of quantities obtained
from the measurements provided insight into the complex mean
flow and turbulence physics of this flow.

Mean flow measurements characterized important features in-
cluding rapid jet decay, large recirculation zones between jets,
strong secondary motions and peak axial velocities away from the
jet centerline.

Turbulence intensities near the confinement inlet are quite high
due to abrupt geometry change and dump diffusion there.

Significant anisotropies in the axial and transverse intensities
appear near the symmetry plane between jets. This persists well
downstream. The Reynolds shear stresses were observed to quali-
tatively follow gradient diffusion trends.

Nomenclature

Axs 5 cross-sectional area of test section~m2!
Axs1/4 5 area of 1/4 jet cross section

h 5 confinement height~50.0195 m!
L 5 distance between adjacent jet centerlines~50.0762

m!
N 5 number of samples taken
Q 5 volume flow rate through facility~m3/s!

Q1/4 5 volume flow rate through 1/4 jet cross section
Re 5 Reynolds number based onh andUbulk

Re* 5 Reynolds number based onh andUcl
U, V, W 5 mean cartesian velocity components

Ubulk 5 bulk velocity in confinement (5Q/Axs50.815 m/s)
fluctuating cartesian velocity components

x, y, z 5 Cartesian coordinates as defined in Fig. 1

Subscripts

cl 5 confinement centerline (z50.0 m)
jcl 5 centerline of jet 3~y50.2032 m,z50.0 m!

mcl 5 midpoint between jets 2 and 3~y50.1651 m,z
50.0 m!
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Numerical Simulation of
Unsteady Turbulent Flow in
Axisymmetric Sudden Expansions
This paper is concerned with the numerical simulation of unsteady turbulent flows behind
sudden expansions without inlet swirl. Time dependent simulations have been carried out
using the VLES approach with the standard k-« model. The expansion ratio investigated
is in the range from 1.96–6.0. The simulations show that the flows in axisymmetric sudden
expansions are inherently unstable when the expansion ratio is above a critical value. The
precessing phenomenon, which features self-sustained precession of the global flowfield
around the expansion centerline, is predicted successfully using CFD, with simulated
oscillation frequencies that are in general agreement with reported data. For the case of
expansion ratios from 3.5–6.0, a combination of a precession motion and a flapping
motion in a rotating frame of reference is predicted in terms of the jet movement. Large-
scale structures are identified in the downstream flowfield. Other important phenomena,
such as the transition of the oscillation patterns, have also been predicted.
@DOI: 10.1115/1.1374441#

Introduction
Incompressible flows in sudden expansions are classical ex-

amples of many aspects of fluid flow phenomena~e.g., boundary
layer development, shear layers, recirculation zones!. They are
fundamental to many engineering applications, such as burners
and spray dryers. The flow phenomenon, known as a Precessing
Vortex Core~PVC!, has been observed mostly in swirling flows,
such as cyclone separators~Yazdabadi et al.@1#! and swirl burners
~Fick et al.@2#; Dellenback et al.@3#!, all of which involve sudden
expansion of the flow. However, the imparted swirl has proved
not to be a prerequisite for the generation of a precessing flow
instability. It has also been found to occur in a nonswirling axi-
symmetric sudden expansion flow~Hill et al. @4#; Nathan et al.
@5#!.

A fundamental study of the effect of jet precession on combus-
tion has shown that it can be used to increase flames luminosity
in, and reduce global NOx emissions from, open natural-gas
flames ~Nathan et al.@6#!. However, while preferred in burners
and mixing vessels as it encourages the large-scale mixing pro-
cess, the oscillations arising from such precessions within a large
expansion should be avoided in spray dryers because they tend to
cause undesirable back-mixing and particle deposition on walls,
thus ruining the quality of products~Southwell and Langrish@7#!.
The PVC in swirl flows can also cause many other problems in
process equipment by resonating with other system instabilities.

Lawson and Davidson@8# demonstrated a flapping oscillatory
flow in a 1/3 scale water model of a casting mould by LDA
measurements. In their model, as shown in Fig. 1, the jet was
introduced from a tube into a rectangular chamber. A range of
Reynolds number up to the order of 104 ~at the inlet tube! was
used. The crossflow time series recorded were found to be roughly
sinusoidal in appearance with a relatively stable oscillation fre-
quency. Two feedback pathways were considered responsible for
the self-sustaining oscillation, namely, the crossflow region near
the nozzle and crossflow through the gap between the nozzle and
the cavity wall, with the former being the primary mechanism.

The investigations of the two-dimensional situation have high-
lighted the mechanism of the asymmetry and the oscillation of the
flow. The restrictions in a two-dimensional sudden expansion do

not necessarily exist in its three-dimensional, axisymmetric coun-
terpart. For the three-dimensional sudden expansion from a circu-
lar tube or pipe, the recirculation vortex behind the expansion face
is toroidal, with the pressure being continuous in the entire toroi-
dal region. The early studies of the axisymmetric sudden expan-
sion flows, including Durrett et al.@9# and Back et al.@10#, were
mainly concerned with the measurement of the reattachment loca-
tion for a small expansion ratio~2.7 or less! and a low Reynolds
number relative to those in most industrial flows~4,200 or less!.
Although the shear layer instability was experienced that causes
the transition from laminar to turbulent flow, the mean flowfield
remained axisymmetric and steady. On the other hand, Moon
et al. @11# and Gould et al.@12# made measurements of the mean
velocity and turbulent quantities with a Reynolds number of about
105. In the results of Gould et al.@12#, some behavior of the
turbulent triple products seemed to indicate the passage of large
eddy structures or that the central core region was oscillating at
some resonant frequency. They noted that this unidentified oscil-
lation might be a fundamental characteristic of axisymmetric sud-
den expansion flow, but they did not investigate it further.

The precession phenomenon was initially observed in swirling
flows. Experiments were performed by Hallett and Gunther@13#
on swirling airflow in a sudden expansion with an expansion ratio
of 2.22. For the highest swirl tested, a central recirculation zone
~or vortex breakdown! was formed, while at swirl intensities be-
low the critical value required for central back flow, a precession
of the flow was discovered. This precession was strongest and
most regular for low swirl, while at higher swirl the motion be-
came increasingly irregular, until the advent of vortex breakdown
damped out the precession completely. In addition, the shedding
of large irregular eddies from the step downstream of the throat
was observed, with an estimated frequency of between five and
ten times that of the precession.

Dellenback et al.@3# made measurements in turbulent swirling
flows through an abrupt axisymmetric expansion with an expan-
sion ratio of 1.94, and examined the influence of the swirl number.
The measurements of mean and RMS velocities were performed
in a water flow using a laser Doppler anemometer~LDA !. In the
upstream tube, the Reynolds number was varied from 30,000–
100,000 and the swirl number from zero to 1.2~see Table 1!.
They noted that the PVC occurs for low swirl levels, and the PVC
precesses with the mean swirl for larger swirl numbers, and
against the mean swirl for low swirl numbers. The frequency in-
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formation was converted to a set of Strouhal numbers (f D3/Q,
where f is the precession frequency,D is the downstream diam-
eter, andQ is the volumetric flow rate!, which is shown in Fig. 2.

It was shown by the work of Hill et al.@4# that upstream swirl
is not a prerequisite for precession provided that the expansion
ratio is sufficiently large. They visualized the precession of a re-
attachment point in a large expansion into a long axisymmetric
pipe without inlet swirl. Their observations suggest that any
model in which the flow is constrained to be axisymmetric for a
sudden expansion will be of limited relevance. The precessing
frequency,f p , was presented for the expansion ratio from 3.75–

14.0 over a range of Reynolds numbers from 5000–65,000 at the
inlet. The Strouhal number, defined as St5 f pArD2/AM , was ap-
proximately constant~0.07–0.1!, where M is a point source of
axial momentum located on the centerline of a long axisymmetric
duct of diameterD.

Nathan et al.@5# experimentally investigated a continuously un-
stable precessing flow within a short cylindrical chamber follow-
ing a large sudden expansion without inlet swirl. They discovered
that, with certain expansion ratios of the nozzle inlet orifice and
for sufficiently large flow rates, an asymmetric precessing jet flow
developed, which has proved beneficial in combustion applica-
tions. Two flow modes, i.e., an instantaneously highly asymmetric
‘‘precessing jet’’ ~PJ! and a quasi-symmetric ‘‘axial jet’’~AJ!,
were identified, with the temporal probability~proportion of time!
of the PJ mode increasing with the Reynolds number. Their care-
ful measurements excluded the possibility that the phenomenon
was an artifact of some asymmetry within the inlet flow or the
apparatus. As a variation to the precessing jet, a quasiplanar, natu-
rally flapping jet has also been developed~Mi et al. @14#!. Due to
the complexity of the phenomenon, the precessing instability was
very difficult to study at the fundamental level and was sometimes
decomposed into its component features, which were investigated
separately~Mi et al. @15#, Schneider et al.@16#!.

There have been relatively few simulations of this type of in-
stability. Two cases from the work of Honeyands et al.@17#, who
made measurements in a series of rectangular blind~two-
dimensional! cavities into which a jet is introduced, were studied
numerically using the standardk-« model and were compared
with the experimental results, at jet Reynolds numbers of 35,000
and 45,000. The calculated oscillation frequencies were shown to
be 12–18 percent lower than those measured. Gebert et al.@18#
studied a jet oscillation observed in thin slab continuous casting.
In their model, the fluid was injected from a small solid into the
domain via an internal inlet, as shown in Fig. 3. The effect of the
Submerged Entry Nozzle~SEN! volume was accounted for by
exerting a resistance force in that region as the function of the
velocity. A consistent cyclic jet oscillation was obtained when the
resistance was below a critical value.

The oscillatory behavior in spray dryers is the primary concern
of the current work. As discussed above, there have been several
experimental studies of these flow instabilities in axisymmetric
sudden expansions, which feature self-sustained precession of the
global flowfield around the expansion centerline. However, the
fundamental understanding has thus far remained rather incom-
plete. Here, a numerical study of these instabilities has been car-
ried out using Computational Fluid Dynamics, in order to explore

Fig. 1 A schematic representation of the geometry of the ex-
periment by Lawson and Davidson †8‡

Fig. 2 Variation of Strouhal number with swirl number „Dellen-
back et al. †3‡…

Fig. 3 A schematic diagram of the geometric model used by
Gebert et al. †18‡

Table 1 Summary of flow regions „Dellenback et al. †3‡…
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the underlying phenomena. This current work uses the commer-
cial CFD package CFX4~CFX, @19#! to simulate the three-
dimensional, time-dependent flow numerically in axisymmetric
sudden expansions. When no swirl is present, a sustained preces-
sion and a flapping motion are found to exist simultaneously for
the turbulent mean flow. The good agreement between frequen-
cies measured and predicted by the numerical simulation gives
confidence in the procedures used in the simulation, and further
results on a swirling flow, which again reproduce experimental
data very well, have been presented in another paper~Guo et al.
@20#!.

Mathematical Equations
Turbulent flows are extremely complex and time-dependent,

but they are present in most engineering situations. Most fluid
flows can be described by the full Navier-Stokes equations, which
comprise equations for conservation of mass and momentum and,
in a nonisothermal flow, energy. Nevertheless it is still infeasible
to solve these directly via Direct Numerical Simulation~DNS! to
the required accuracy using current technology, except for low
Reynolds numbers in simple geometries. Therefore, in most engi-
neering applications, a Reynolds averaging~time-averaging!
method~RANS! is usually used to solve for the mean quantities
rather than for all details of the turbulence. In this case, a turbu-
lence model has to be used in order to close the system equations,
which addresses the unknown correlation terms of the velocity
fluctuations~Reynolds stresses!.

There are more sophisticated methods, such as the Large Eddy
Simulation~LES! approach, in which only the small-scale turbu-
lent fluctuations are modeled and the larger-scale fluctuations are
computed directly. A discussion of RANS and LES has been
given by Spalart@21# and Speziale@22#. While LES is known to
be able to predict more details of the flowfield, it requires consid-
erably more computer resources than the RANS approach. Apart
from the cost consideration, intense efforts are currently focused
on devising a satisfactory subgrid-scale stress model, which is the
primary deficiency of the method at this time. A great deal of
research is required before it will be known how widely the
method can be used~Rodi et al.@23#!. Spieziale@22# has intro-
duced an intermediate approach, known as Very Large Eddy
Simulation ~VLES!, in which a mesh sufficiently fine to resolve
the key transient flow features is used and a RANS model is used
to model the small scale dissipative features. He studied some test
cases using a nonlineark-« model as the RANS model. Therefore
it seems worthwhile to test this simpler type of model for this
flow, as it is infeasible to use the LES approach for routine engi-
neering applications in the complex, high Reynolds number flows
like the current case. This is particularly true for some applica-
tions, such as in a spray dryer, which has a wide range of eddy
scales and the largest scale is of most interest.

Detailed descriptions of RANS turbulence models can be found
in Wilcox @24#. The most commonly used turbulence models can
be put into two broad classes, viz., eddy viscosity models and
second order closure models. The two-equationk-« model, an
eddy viscosity model, is the simplest complete model of turbu-
lence, and it is the most popular model, with what have become
the ‘‘standard’’ constants being used:

Cm50.09, C«151.44, C«251.92, sk51.0, s«51.3

This model is more reliable with a high Reynolds number. To
avoid using a large number of grid points in a wall boundary
layer, wall functions are usually employed. Several low Reynolds
number versions of the two equation eddy viscosity model, such
as thek-v model, have been developed, but they are difficult to
implement in the boundary layer for three-dimensional problems
due to the requirement of very fine grids.

Another often-used high Reynolds number model, the Differen-
tial Reynolds stress model~a second moment closure model!,
solves differential transport equations for Reynolds stresses, in

which higher-order correlations are retained and have to be mod-
eled in terms of known lower-order ones. However, this model is
much more computationally expensive than thek-« model, and
has undergone much less validation. These models have been ap-
plied mostly to some simple flows, such as mixing layers and
channel flow, with varying degrees of success. Therefore valida-
tion is usually required for each application. To compare the ef-
fect of the turbulence model on the flow instability induced oscil-
lation, several models were applied to a two-dimensional problem
~Guo et al.@25#! which is closely related to the problem consid-
ered here. The standardk-« model proved to be satisfactory in
capturing the essence of the instability and is thus used in the
simulation of the axisymmetric expansion flows presented here.

Numerical Considerations
The simulations used the Computational Fluid Dynamics

~CFD! program CFX4 which uses a structured mesh and a finite
volume formulation to discretize the Navier-Stokes equations. A
discussion of various schemes and turbulence models was given
in Shore et al.@26#. This study showed that the high-order
schemes implemented in CFX4 could reproduce the swirl flow
velocity fields obtained using orthogonal grids aligned with the
flow using nonorthogonal, non-flow aligned grids. Based on this
work, the discretizing scheme used for the convective term is the
QUICK scheme~Leonard@27#! for velocities. The Van Leer lim-
iter ~see Hirsch@28#! was implemented for the turbulence quanti-
ties k and «. This scheme is almost second-order accurate and
maintains monotonicity across computational cells, hence pre-
venting numerical oscillations in the solution domain. It has also
been used for velocity components, and this change was found not
to influence the results. The PISO algorithm~Issa@29#! was used
for pressure correction. In this algorithm, a second pressure-
correction equation is solved in order to improve the solution of
momentum equations while maintaining continuity and thus re-
ducing the number of global iterations for convergence. This al-
gorithm was found to produce the same results~in terms of the
dynamical behavior reported! as the SIMPLEC algorithm. The
quadratic~second-order!, fully implicit scheme has been used for
time discretization. The diffusion terms are represented using a
second order scheme, so that the entire scheme is second order
accurate in both space and time. The equation solvers were
Stone’s method for velocities and algebraic multigrid for the
pressure.

The working fluid was chosen as incompressible and Newton-
ian. A time-dependent calculation was usually started from a
steady calculation, in which a global mass balance had been en-
forced and residuals of other variables had been considerably re-
duced. Although the results appeared to be chaotic and varied
from case to case for an initial period of time after the time-
dependent calculation was started, the final solution was indepen-
dent of the initial conditions in most cases. However, there were
exceptions in which multiple solutions existed, or a transition of
flow patterns occurred from one mode to another.

As a convergence criterion, the sum of the absolute mass source
residuals over all cells was less than 0.1 percent of the total flow-
rate. This resulted in a sufficient number of iterations being car-
ried out for each time step so that the changes in the monitoring
point values were indiscernible with further iterations~Guo et al.
@20#!. Further reduction of mass source residual by one order of
magnitude had no discernible effect on the oscillation frequencies.
However, since the convergence rate can be affected by other
factors, such as the time step, the size and quality of the grid, the
variation of residual values with iterations was checked to ensure
that the residuals for all the equations were consistently decreas-
ing and approaching their limit of the accuracy for single preci-
sion. This minimized the chance of error accumulation over suc-
cessive time steps.
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Geometric Model and Boundary Conditions
The geometry shown in Fig. 4 consists of two pipes of diameter

d and D. The ratio of the larger diameterD to the inlet tube
diameter is defined as the expansion ratioE. The x-axis of the
Cartesian coordinates is on the axis of the pipes and the origin is
at the center of the expansion face. There are several reasons to
choose Cartesian coordinates instead of cylindrical coordinates:
~1! The physics of interest is asymmetric and time dependent de-
spite the axisymmetric nature of the geometry.~2! There is a
singularity on the axis in cylindrical coordinates where zero radial
and azimuthal velocities do not allow the transient flow to pass
through the axis.~3! It is comparatively flexible to adjust the grid
distribution as needed. The simulation regime has been taken as
l 55;10d andL.16D. Ui andU0 denote the axial bulk veloci-
ties for the inlet and outlet.

A fully three-dimensional structured grid~as shown in Fig. 5!
has been used and constructed to have small orthogonality devia-
tions. At the center of the larger cylinder it consists of five blocks,
which when viewed in the axial direction show four blocks mak-
ing an O-grid around an H-grid~a so-called butterfly mesh!. In the
annular region, a refining structure has been used to avoid over
concentration of cells at the center. Unlike cases with cylindrical
grids, the solution with this model is able to vary smoothly across
the center axis of the geometry and resolves the full flowfield of
the whole domain rather than part of it. The cell density along the
axis is nonuniform, and increases as the expansion plane is ap-
proached, with the neighboring cells varying in size by no more
than 10 percent.

The velocity at the inlet was parallel to the inlet tube axis with-
out any cross-stream components, with the mass flux being speci-
fied. Except where the sensitivity to inlet conditions was exam-
ined, Neumann boundary conditions were imposed for both the

inlet and the outlet, which meant that the velocity components and
turbulence quantities were assumed to be fully developed for the
inflow but had a zero normal gradient for the outflow. The relative
pressure was set to zero at the outlet. A universal log-law wall
function was applied for all walls. To ensure the validity of the
wall function treatment, they1 value of the near wall nodes was
verified after the simulations and was confirmed to lie in the range
of 10–500. The maximum value usually occurred at the tip of the
expansion throat due to the high local velocity, thus adequate grid
refinement needed particular care in that region.

Steady-State Simulation
Usually a steady simulation was attempted at the initial stage,

but it was extremely difficult to achieve convergence even using
very small under-relaxation factors in the iteration scheme. As the
physics of the flow are unstable, the instability can be easily trig-
gered by numerical oscillations introduced by the truncation errors
and iterative solution procedures. After a sufficient number of
iterations, the residuals for each equation reduced to a certain
level, and then they neither converged nor diverged but oscillated
with further iterations. On the other hand, the values of the vari-
ables at a monitoring point fluctuated constantly. This implied that
a time-dependent solution may exist, therefore it was sensible to
switch to a transient calculation.

It is also noted that an unsteady flow can be distinguished from
a steady one in an unsteady simulation, because the solution tends
to develop toward time independence if a steady-state exists as the
calculation proceeds, regardless of initial disturbances. This has
been demonstrated in the simulation of a swirl flow for a smaller
expansion ratio~Guo et al.@20#!.

Time Variation of the Flow Variables
A time-dependent simulation was carried out first with an ex-

pansion ratio of five~l510d,L520 D) for a Reynolds number of
105. All the Reynolds numbers used in the current simulations are
based on the inlet diameter and average inflow velocity~bulk flow
velocity at the inlet!. Velocities and pressure were recorded at
several locations during the course of the transient calculation,
producing a time series for each flow quantity. After a period of
chaotic transition, coherent oscillations of the variables at the
monitoring points have been observed, as shown in Fig. 6, regard-
less of the initial conditions. In the graph, the time,t, is normal-
ized asUit/d. The velocity components have been normalized by
Ui and the pressure has been normalized by the dynamic pressure
of the bulk flow at the inlet,12rUi

2. As can be seen, the velocity
componentsV in they direction andW in thez direction oscillate
intensely. However, the variations ofV and W velocities look
alike except that there is a phase difference between them. More-
over, there is an oscillation of higher frequency superimposed on
a fundamental oscillation. It is possible to identify the frequencies
of the two apparent oscillations. Due to the axisymmetric nature
of the geometry, it is sensible to analyze the velocity component
in the cross-stream plane or transverse velocity~with the ampli-
tude of (V21W2)0.5 and the direction expressed by a phase angle

Fig. 4 A schematic diagram of the geometry

Fig. 5 A typical grid used in the calculations
Fig. 6 Flow variables at the monitoring point 4D downstream
from the expansion on the center-line „EÄ5, ReÄ105

…
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tan21(W/V)). In polar coordinates, the amplitude indicates the mo-
tion in the radial direction, while the phase angle represents the
motion in the tangential direction. It can be seen from Fig. 7 that
the amplitude appears more regular and oscillates periodically
about a fixed value~;0.025!. The above phenomena indicate that
there are two different motions~swinging and precession or rota-
tion! of the jet which occur simultaneously at that point.

In Fig. 8, the phase of the transverse velocity runs from2p to
1p ~or 1p to 2p, depending on the precessing direction! in a
cycle ~the corresponding time interval is defined as the precession
time period!, so that the existence of the precession is evident. A
periodic function of higher frequency is superimposed on the
straight lines from2p to 1p ~or 1p to 2p!. This periodic
function corresponds to the oscillation of the amplitude in Fig. 7.
Therefore the plane of the swinging motion also rotates with the
precessing motion. This means that a higher-order oscillation oc-
curs relative to a moving coordinate frame that rotates at the fun-
damental frequency of the precession. Thus, in this fashion, a
relatively complex time series can be decomposed into two regu-
lar periodic oscillation curves.

The behavior can be described as a jet precession that is gen-
erated by the flow instability downstream from a sudden expan-
sion. As distinct from a swirling motion, it refers to the rotation of
the jet about an axis other than its own axis. Figure 9 shows a time
series of variables at an off centerline monitoring point. The posi-
tive peaks of the axial velocity~U! correspond to the moments
when the jet passes the point.

The variation of the flowfield with time is often expressed in
this paper via a ‘‘limit cycle,’’ which is obtained from the cross-
stream velocity componentsV andW at a fixed point on the geo-
metric center-line. The limit cycle is a mathematical term that is
sometimes used to describe the complicated behavior of nonlinear
dynamical systems. Here it is meant to facilitate the identification
of the global motion of the flowfield. By processing the velocity
components at the central monitoring points in this way, the pat-

terns of the jet movement are qualitatively indicated in Fig. 10. At
the point close to the expansion, the values on the axes are pro-
portional to the deflection angle of the jet. The animation of the
flow field in a cross-sectional slice indicates that the limit cycle as
in Fig. 10 can essentially represent the pattern of the jet movement
in the corresponding plane. Therefore, the ‘‘bouncing-around’’
path can be interpreted as a combination of two or more simple
functions, typically a global precession and a quasi-flapping~as
we define it! in a rotating frame of reference that corresponds to
the precession~as sketched in Fig. 11!. Quasi-flapping is so called
because the jet moves, relative to the rotating frame of reference,
along a nearly straight line or a curve other than a circle and may
in fact be at an angle~u! to the radial direction. In terms of the jet

Fig. 7 Amplitude of transverse velocity „conditions as in
Fig. 6 …

Fig. 8 Direction angle of transverse velocity „conditions as in
Fig. 6 …

Fig. 9 Flow variables at the monitoring point 0.4 D from
center-line and 4D downstream from the expansion „conditions
as in Fig. 6 …

Fig. 10 Limit cycles at different axial locations „conditions as
in Fig. 6 … „a… 0.2D from the expansion; „b… 4D from the expan-
sion
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motion, while the jet rotates around the centerline, its location
with respect to the centerline~or the distance to the centerline!
constantly changes due to the flapping. The flapping amplitude is
prominent in the proximity of the expansion throat relative to the
precession, but becomes smaller in scale than the precession as
the fluid proceeds downstream. As can be seen, the centers of
these limit cycles are on the center-axis, implying that the flow
field is globally symmetric over a long time period about the
centerline in spite of instantaneous asymmetry.

Sensitivity Checks

Time Step. The pressure variation is denoted in Fig. 6 and
Fig. 9 by symbols corresponding to each time step, which shows
that the chosen time step resolved the oscillation adequately and
the flow variables changed smoothly. Typically, there were about
180 time steps in each precession. This time step was small
enough that the oscillation frequency was insensitive to further
reduction. For instance, halving the time step from this value var-
ied the precession frequency by less than 2 percent.

Grid Sensitivity. Table 2 lists the periods of oscillations for a
series of different grid sizes. The fundamental feature, i.e., a com-
bination of a precession and a flapping relative to a rotating ref-
erence, has been predicted in all these cases. Refining the grid by
over 50 percent in both the axial and the diametrical direction
~corresponding to a four times increase from 52,875–217,625 in
the total number of cells in the larger pipe! resulted in a difference
of 6 percent for the time periods of oscillations. The final grid
used in this case has about 150,000 cells.

Inlet Conditions. Flow simulations have indicated that, ex-
cept at the bifurcation point, the initial flow fields are not critical.
However, this is not true for the boundary conditions if the simu-
lation domain is not carefully specified. In the previous calcula-
tions, a mass flow boundary for inflow has been implemented so
that all velocities and turbulence quantities have zero gradients, so

it is not necessary to set any profiles as these are determined as a
part of the solution. The resulting profiles at the inlet are typical of
a fully developed pipe flow.

In order to check the sensitivity to the variation of the inflow
quantities, Neumann boundary conditions have been replaced by
the Dirichlet boundary conditions so that the values of flow vari-
ables were explicitly assigned at the inlet. When a length of inflow
pipe is included within the simulation domain, if a nonequilibrium
value is set at the inlet, it may be dissipated in the inflow pipe.
Any disturbance may also decay away before reaching the expan-
sion. Therefore, significant influence only appears within the in-
flow tube, and the solution in the downstream pipe is less sensitive
to the inlet condition with an inlet pipe than without it. On the
other hand, the conditions upstream of the expansion can be af-
fected by the downstream oscillation. For the case of an expansion
ratio E54.87 and a Reynolds number Re5105, the flow deflec-
tion angle at the expansion is about one degree, and the influence
extends about one diameter upstream from the expansion plane.
This further shows the importance of the inflow tube.

Visualization of the Flow Field
Although the instantaneous flowfield changes with time, the

fundamental features remain the same. Figure 12 shows a picture
of instantaneous streaklines originating from an upstream plane
for the case ofE55.0, and Fig. 13 is the interpretation of the
corresponding streaklines. The fluid emanating from the inflow
tube separates at the expansion, departs from the central axis and
moves toward the large cylindrical wall. It reattaches to the wall at
around 1.5D. This point may vary with time due to the flapping
oscillation. The reattachment occurs over a length of about 3D.
Then the jet separates from the wall and bends inward toward the
other side of the wall. While a smaller proportion of the jet fluid
moves downstream, most of the fluid reattaches to the opposite
side of the wall and then flows upstream along the wall, thus
creating a significant reverse flow. In this way a large structure is
formed by the reverse flow together with the main jet, which looks
like a skewed elliptical ring~or recirculation ring!. This recircu-
lation ring is essentially different from the central recirculation
zone that appears with a vortex breakdown in a strong swirling
flow, in which the time mean flow reverses at the center-axis. The
length scale of this ring-like recirculation in the present simulation
is 1D in the cross-stream direction and about 4D in the streamwise
direction. The jet is gradually dispersed and becomes very weak
after the recirculation zone. The downstream flow has a specific
time lag due to the flow inertia, thus the jet spirals in the opposite

Fig. 11 A schematic diagram showing a jet precessing and
flapping

Fig. 12 Instantaneous streaklines calculated for precessing
flow in an axisymmetric sudden expansion „EÄ5.0, ReÄ105

…

Table 2 Period of oscillations for different grid sizes „EÄ5.0,
ReÄ105

…
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direction to the precession, as can be seen in an iso-surface of the
axial velocity in Fig. 14. This spiral nature of the jet is important
for the jet precession as it produces a nonzero tangential momen-
tum to the jet, which is well balanced by the remaining fluid
motion so that the sum of the angular momentum remains insig-
nificant.

Fig. 13 A schematic interpretation of the instantaneous
streaklines

Fig. 14 An iso-surface for axial velocity „EÄ5.0, ReÄ105
…. The

spiraling direction relative to the precession is indicated sche-
matically.

Fig. 15 Instantaneous velocity vectors in a cross-stream
plane 0.2D downstream from the expansion „EÄ5.0, ReÄ105

…

Fig. 16 Instantaneous pressure contours in a cross-stream
plane 0.2D downstream from the expansion „EÄ5.0, ReÄ105

…

Fig. 17 Contour plot in a cross sectional plane 1.6D from the
expansion „EÄ5.0, ReÄ105

…
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Just behind the expansion face, a tangential flow moves in the
opposite direction to the precession. This tangential flow is fed by
the central recirculation flow, and is partly entrained into the main
jet. Figure 15 shows the velocity vectors in a cross-stream plane
near the expansion, which indicates that the tangential flow is not
uniform in the circumferential direction. In spite of the tangential
flow and precessing motion being induced, the net angular mo-
mentum over any cross-sectional plane remains low~it is two
orders of magnitude smaller than the axial momentum!. However,
significant mixing between the upstream and downstream flows,
as well as tangential mixing, would be expected.

Figure 16 shows an instantaneous pressure contour map. At this
moment, a low-pressure core has departed from the center-line
and created a pressure difference across the jet that drives the jet
away from the center-line toward the wall. Figure 17 shows the
contour maps at a point in time on a cross-sectional plane that cuts
through the larger recirculation zone. The positions of the jet and
reverse flow on the axial velocity contour map~Fig. 17~a!! indi-
cate that the recirculation ring is not perfectly symmetric about an
axial cutting plane. It can be seen, from the corresponding pres-
sure contour map~Fig. 17~b!!, that the highest pressure occurs on
the wall where the jet reattaches. There exists a low-pressure
zone, which creates a pressure gradient across the jet. This gradi-
ent may drive the jet to move towards the other side of the wall at
an oblique angle, and the jet appears to ‘‘bounce’’ off the wall
~see further discussion later!.

Figure 18 shows instantaneous near-wall velocity vectors and
pressure contours in the upstream section of the chamber, with the
circular wall being mapped to a planar surface. The horizontal
axis represents the tangential location along the circumference,
and the vertical axis is the axial distance from the expansion. The

distance has been normalized by the downstream diameter and the
pressure has been normalized by the dynamic pressure at the inlet,
i.e., 1

2rUi
2. The precession in this case is from left to right. The

static pressure increases significantly along the stream within four
diameters from the expansion. In this region, complicated pro-
cesses of momentum transfer take place and most of the kinetic
energy is transformed into pressure energy. It can be seen that the
pressure at the impingement point of the jet, which can be iden-
tified ~marked as ‘‘Reattachment’’! on the near-wall surface vec-
tor map, is relatively higher than any other point at the same axial
position. The configuration of the reattachment region is not
aligned with the center-axis, confirming that the jet is spiralling
when moving down in the direction opposite to the precession.
The three-dimensional nature of the jet produces tangential mo-
mentum. There is a low-pressure zone~marked as ‘‘Low’’! near
the reattachment point, due to which a pressure gradient is formed
across the jet at an oblique angle to the stream direction. This is a
driving force for the precessing movement of the jet reattachment
point.

Flow Regime Map
In the above sections, a regular precessing flow has been dis-

cussed in detail. By ‘‘regular precession’’ we mean that there are
no significant variations in the period and the direction reversal
among consecutive cycles. This is the case with an expansion
ratio between 4.0 and 6.0~with high Reynolds numbers!. In this
region, the precession is induced in either the clockwise or the
counter-clockwise direction and does not change direction once
established. However, different behavior has been found by
changing the expansion ratio. Figure 19 shows the extended re-
sults with the flow pattern as a function of expansion ratio and
Reynolds number.

The patterns of oscillations produced by the instability can be
qualitatively divided into several regions. At the smallest expan-
sion ratio~below about three!, the flow tends to be stable due to
the smaller extent of the shear layer. In this region, the substantial
viscous force at a low Reynolds number, in relation to a high
Reynolds number, serves to damp out any disturbances, and flow
thus remains steady~laminar or turbulent!. However, the increase
of the expansion ratio causes stronger disturbances and thus en-
courages an early transition to unsteadiness, thus the boundary is
qualitatively represented by a sloping line.

Fig. 18 Wall velocity vectors and static pressure contour map
„EÄ5.0, ReÄ105

…. The pressure contour values are relative
pressure, which are scaled up by a factor of 10 3.

Fig. 19 Schematic map of flow patterns in axisymmetric sud-
den expansions. The data marked ‘‘others’’ in the legend are
for steady conditions from Durrett et al. †9‡, Back et al. †10‡,
Gould et al. †12‡, and Moon et al. †11‡.
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The region between the regular precession and steady flow is
called the transition region, with the expansion ratio being about
3.0–4.0. In this region, due to either a bifurcation or hysteresis,
two different modes can develop: one is related to the regular
precession and the other is called quasi-flapping. For the latter
mode, the smaller space surrounding the jet limits the extent of the
interaction in the tangential direction, thus the jet may be unable
to complete a precessing cycle around the centerline. The simula-
tion in this region also gives a periodic~regular! time series at
every monitoring point.

For a larger expansion ratio above 6.0, the Reynolds number
plays a role. At a low Reynolds number, the flow pattern exhibits
a complex behavior. However, when the Reynolds number in-
creases above a certain value, the oscillations regain a regular
pattern. In this case, a minimum Reynolds number is necessary to
maintain the regular state.

Most of our calculation results fall into the rectangular region
marked by a dashed line, with the expansion ratioE51.9626.0,
and high Reynolds numbers between 50,000–200,000. Some re-
ported experimental data with similar expansions are also shown
here for comparison. In the steady state region, the simulation
result for the case ofE51.96 indicates that the reattachment oc-
curs at approximately 8 step heights downstream of the expansion,
which agrees with the published results from many earlier studies
~Gould et al.@12#!.

For the case of precession, the geometries used in the literature
differ from the geometry used in the current simulations. For ex-
ample, Hill et al.@4# used a smooth contraction inlet to a sudden
expansion, whereas the nozzle used by Nathan et al.@5# had a
sharp-edged inlet orifice and a contracted exit. The alternation of
PJ and AJ modes observed by Nathan et al.@5# possesses similar
features to the complex oscillation discussed here. It was found
that, although the percentage of time spent in the PJ mode is
strongly dependent upon the nozzle geometry details, the stability
of the PJ mode increases with Reynolds number. Their results
qualitatively support the present predictions. Nevertheless, their
observation suggests a transition from the complex patterns to the
regular ones in a gradual way rather than an abrupt change.

Uncertainty is possible at the regime boundaries. The flow pat-
terns at the transition region may be sensitive to the geometry
details, external disturbances, and initial conditions, just like the
transition from laminar flow to turbulence, so the boundaries of
the regimes may therefore not be clear-cut.

The visualization by Hill et al.@4# showed an intermittent pre-
cession and the Reynolds numbers used for the expansion ratios
from 3.75–6.36 were in a range between 5000 and 37,000, which
is much lower than those used here. Due to the limited capability
of turbulence models for low Reynolds number flows, no predic-
tions have been attempted in this region. In the transition region,
however, no experimental data about the quasi-flapping behavior
have been found for the axisymmetric geometry.

Strouhal Number
The oscillation frequency~or period! is important because it

represents the real timescale of the self-sustained transient prob-
lem. It is normalized in terms of a Strouhal number, in order to
establish a dynamic similarity between different cases, i.e., geom-
etry and Reynolds number. The instability is induced downstream
of the expansion by the momentum transfer between the jet and
confining wall. Visualization shows that both the recirculation
vortex formed and the extent of the jet movement have a length
scale of the downstream chamber dimension. Therefore it is
physically sensible to define a Strouhal number in terms of a
downstream characteristic lengthD and the jet momentum fluxM.
According to dimensional analysis, the Strouhal number can be
defined as

St5
fArD2

AM
(3)

This formula was used by Hill et al.@4# and was found to give a
common curve with the experimental data for the precession fre-
quencies in axisymmetric sudden expansions. In these cases, the
downstream diameter is chosen as the characteristic length, and
the jet momentum flux is calculated by

M5
p

4
d2rUi

2 (4)

Equation~3! thus becomes

St5
2

Ap

f d

U0
5

2

Ap
E2

f d

Ui
(5)

where f can be the flapping frequencyf s or the precessing fre-
quencyf p .

To extend to the cases where the downstream geometry is other
than circular and/or a flapping oscillation occurs in a specific di-
rection in a quasi two-dimensional fashion, Eq.~3! is modified as

St5
fArD2

AM
S H

D D 0.5

(6)

to accommodate the numerous geometric variations. Here bothD
and H refer to the cross-stream dimensions of the downstream
chamber, as indicated in Fig. 20 for a noncircular chamber.D is
the width in the flapping direction andH is the dimension in the

Fig. 20 Schematic diagram of the dimensions in the definition
of Strouhal number for a non-circular chamber

Table 3 Coefficients and exponents for the Strouhal number
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normal direction to the flapping. For a real two-dimensional prob-
lem, the results obtained using Eq.~6! are independent ofH.

Different parameters have been used to normalize the preces-
sion frequency by other researchers. In spite of slightly different
definitions, Strouhal numbers used in the literature can be ex-
pressed in a general form, St5CE9 f d/Ui , where the coefficient
and exponent are listed in Table 3. The exponentn represents the
sensitivity of the precession frequency to the expansion ratio.

Effect of Reynolds Number
Since thek-« model is most reliable when the Reynolds num-

ber is high~of the order of 104 or above!, the Reynolds number
was set only within the range 50,000–200,000 to examine this
effect. The Strouhal number as shown in Fig. 21, although in-
creasing considerably with the expansion ratio, is insensitive to
the Reynolds number. For cases of the expansion ratioE55.0, the
Strouhal number changes by only 3 percent within the Reynolds
number range considered. As this is within the limits of numerical
error, the Strouhal number is considered to be constant with Rey-
nolds number for a specific expansion ratio. On the other hand,
the data of Hill et al.@4# and Nathan et al.@5# have relatively low
Reynolds numbers and a wider range of expansion ratios from
3.75–14. They show that the Strouhal number tends to decrease
with the Reynolds number, but this dependence seems to become
weaker as the Reynolds number increases. It was suggested by
Nathan et al.@5# that the compressibility effects are the probable
cause of the Reynolds number dependence. This was not exam-
ined here since the present simulations assumed incompressible
flow.

This situation is different when the expansion ratio is increased.
For the case ofE56.0, a minimum Reynolds number of about 105

is necessary to sustain the regular oscillations, otherwise a com-
plex oscillation occurs.

Effect of Expansion Ratio
A well-defined Strouhal number provides a basis for further

quantifying each region. For axisymmetric sudden expansion
flows, the Reynolds number at the inlet is larger than that at the
outlet by a factor equal to the expansion ratio. The difference in
Reynolds numbers increases as the expansion ratio increases.
Most researchers use the Reynolds number defined at the inlet for
convenience. However, when the expansion ratio is large, the
downstream Reynolds number becomes so small that the flow
may fall into the transitional region. The expansion ratio has thus
been limited to values less than six.

For the range of expansion ratios considered from 3.0 to 6.0,
two modes of oscillations were observed. Figure 22 presents the

effects of expansion ratio on the Strouhal number defined in Eq.
~5!. For cases betweenE53.95 and 6.0, a combination of a regu-
lar precession and a flapping motion in a rotating frame of refer-
ence has always been identified. In this case, two separate Strou-
hal numbers can be determined, which correspond to the
precession and the flapping frequencies. This state is named the
regular precession mode~PJ mode for short!, since the precession
dominates over the flapping motion in most of the domain.

When the expansion ratio was further reduced to be between
3.0 and 3.95, both the regular precession and a quasi-flapping
oscillation were predicted but in separate runs. The time series
looked regular~Fig. 23! and approximately sinusoidal. Thus only
one single frequency was obtained. In this case, the oscillation is
called ‘‘quasi-flapping’’ because the limit cycle is biased from the
geometry center and does not rotate with time, though its appear-
ance may vary slightly from case to case. Further downstream this
bias quickly becomes weak and the jet moves in a two-
dimensional fashion, with no sign of precession being observed in
the downstream flow.

As an example, two modes of oscillations have been achieved
in the case ofE53.95 by using different initial flow-fields, even
with the same grid and boundary conditions. The difference of jet
motions for the two modes is shown by the limit cycles in Fig. 24.
One mode is the precession mode similar to the case ofE55.0.
The other is a mode in which only the quasi-flapping oscillation
takes place. The precession mode exhibits a stronger oscillation
intensity of flow variables than the flapping mode in the whole
field. Due to the presence of multiple modes, a bifurcation point
appears to occur around the expansion ratio of 3.95, across which
another mode arises, or the precession motion ceases, as the ex-
pansion ratio decreases.

Fig. 21 A plot of Strouhal number for precession against Rey-
nolds number

Fig. 22 The effect of expansion ratio on Strouhal number for
oscillations in axisymmetric sudden expansion. PJ denotes the
regular precession mode.

Fig. 23 Flow variables at the monitoring point 4D downstream
from the expansion on the center-line, indicating a flapping
mode „EÄ3.5, ReÄ105

…
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For the quasi-flapping mode the Strouhal number is constant
~St50.11! over a range of expansion ratios from 3.0–3.95. In the
regular precession mode, the Strouhal number for the flapping
frequency is weakly dependent on the expansion ratio, varying by
6 percent about St50.19 over a range of expansion ratios from
3.5–6.0. However, the Strouhal number for the precessing fre-
quency is approximately proportional to the expansion ratio in the
range from 3.5–6.0. It is noted that the Strouhal number, if de-
fined based on the inflow velocity and outflow diameter, will be
nearly constant for these simulations.

The data shown in Fig. 22 are only for the cases of regular
oscillations in the current simulations. In comparison with the
experimental data, despite the geometric variations, the predicted
frequencies of the precession are of the same order of magnitude
as those in the experiments, suggesting that they are closely re-
lated. The difference is that the Strouhal number in the current
simulations clearly shows an increasing trend with the expansion
ratio, while this trend is not apparent in the experiments. As can
be noted, the current precession results show a nearly linear trend
with expansion ratio. This suggests that the Strouhal number will
be nearly constant if defined using the inflow diameter.

Regarding the flapping oscillation, the observation of video im-
ages by Nathan et al.@5#, that the exit angle varies from cycle to
cycle relative to the nozzle axis, appears to be consistent with the
prediction here, but they did not provide quantitative information
on the frequency. No other reported data on the flapping frequen-

cies have been found for the axisymmetric sudden expansion flow.
Some experimental and numerical data on flapping oscillations in
rectangular cavities are presented in Table 4 for comparison, with
Reynolds numbers varying widely between 100–200,000. The ge-
ometries used are different in terms of the direction of the outflow
and/or the form of the jet~inlet!. The numerical simulations re-
ported in Table 4 are two-dimensional ones, while the experi-
ments are, strictly speaking, three-dimensional. However, it can
be seen that the flapping frequencies normalized by Eq.~6! are
brought into close proximity of 0.1, in spite of the variations of
geometric configurations and a wide range of Reynolds numbers.
This suggests that the flapping oscillations predicted in the current
simulations are closely related to the instability observed in these
situations and that the chosen Strouhal number is an appropriate
parameter for normalizing the oscillation frequencies.

For the case ofE56.0, the regularity of the oscillation curves
was found to be sensitive to the Reynolds number. With a high
Reynolds number above 105, the oscillations appear to be regular.
However, when the Reynolds number is less than 105, the moni-
toring point values look more complex, although the flapping and
precessing modes can still be identified. In this case, the periods
of oscillation are difficult to determine as they change from cycle
to cycle. Based on this trend, the oscillations in a large expansion
above 6.0 would be expected to have a complex behavior.

Complex Flow Patterns
A large expansion ratio with a low Reynolds number is also a

possible cause of the complex oscillation. When the expansion
ratio is 6.0 or above, a higher Reynolds number is necessary to
maintain the regular jet motion. For example, for the case ofE
56.0, when Re is 8.343104 or less, the flow variables show a
complex pattern. Figure 25 shows the time series of the pressure
at a central point in the downstream pipe~dimensionless!, and Fig.
26 and Fig. 27 are the corresponding amplitude and phase angle of
the cross-flow velocity. Although both the flapping and precession
of the jet still exist, the flow variables oscillate intermittently, and
there is a short time breakdown of the flapping oscillation. During
each duration of the oscillation, both the amplitude and the fre-
quencies vary from cycle to cycle. At the same time the pressure
builds up with each cycle and finally stops the flapping motion.
The phase angle in Fig. 27 shows that the direction of the preces-
sion switches, with the jet precessing in alternate directions be-
tween two breakdowns. Therefore, a critical Reynolds number
occurs which is correlated with the expansion ratio. Above this
Reynolds number a regular pattern of oscillation remains
permanently.

Fig. 24 Two modes of oscillations expressed by the limit
cycles for EÄ3.95, ReÄ1.27Ã105

„monitored at the center of
the expansion …

Table 4 Comparison of the Strouhal number for the flapping
oscillations
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Mechanism
For the two-dimensional problem, the flapping oscillation is

produced by a dynamic balance between the pressure difference
across the jet and the transverse momentum of the jet. The cross-
flow is essential for the sustained flapping oscillation. For the
three-dimensional case of precession, a cross flow may exist in the
annular space between the central jet and surrounding wall, so the
flapping oscillation is not difficult to understand. The pressure
contours discussed earlier partly reflect the driving force of the jet
motion. As the momentum transfer between the jet and wall
through the recirculating vortex is extremely complex, we may
explain the formation of stable jet oscillation in terms of the jet
movement as a solid body. When the flapping jet deflects from the
centerline~as in Fig. 28!, the jet moves toward the wall so that it
hits the wall at an oblique angle, and a tangential component of
momentum arises. The flapping jet appears as if the wall reflects

it. A coupling between the two patterns of motions arises and a
sustained precession results. Therefore, the interaction between
the flapping and precessing motions of the jet is necessary for
retaining the precession. In this sense the persistence of the pre-
cession is dependent on the flapping oscillation.

For the expansion ratio from 3.95–6.0, the precession fre-
quency increases relative to the flapping frequency. In order to
explain this relationship in a simple way, based on the limit cycle
of the jet deflection, it is assumed that the flapping of the jet is
essential and the precession momentum is produced by the reflec-
tion of flapping momentum from the wall. The displacement of
the flapping plane is assumed to remain the same from the cen-
terline. When the downstream pipe diameter~or E! increases, the
momentum is reflected by a larger angle (a2.a1) as shown in
Fig. 28, and this leads to a larger angular step~a! corresponding
to a larger frequency of precession.

Fig. 25 Time series of pressure for the case of complex oscillations „EÄ6.0, moni-
toring point at 3.7D from the expansion, Re Ä8.34Ã104

…

Fig. 26 The amplitude of the transverse velocity component „corresponding to
Fig. 25 …

Fig. 27 The phase angle of the transverse velocity component „corresponding to
Fig. 25 …
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Conclusions
By solving the three-dimensional, unsteady, Reynolds-averaged

Navier-Stokes equations, the turbulent flows in axisymmetric sud-
den expansions for purely axial flow conditions were simulated
using the VLES approach and the standardk-« model. The per-
formance of thek-« model is reasonable for the problem in cap-
turing the fundamental features as a whole. It is believed that this
is because the mesh is sufficiently fine to resolve the key transient
flow features and that thek-« model is acting simply to provide
dissipation at small scales. The range of Reynolds number used
was from 50,000–200,000 and a fully developed velocity profile
was imposed at the inlet. The global flow pattern can be divided
into several regimes depending on the expansion ratio and Rey-
nolds number. Strong self-sustained oscillations can be induced in
the downstream pipe above a critical expansion ratio. The simu-
lations demonstrate that the asymmetry and subsequent oscilla-
tions are inherently physical phenomena within an expansion flow
rather than originating from any possible imperfection of the ge-
ometry or asymmetry from upstream.

In the expansion ratio range of 3.5–6.0, both a precessing os-
cillation and a flapping oscillation, in a rotating frame of refer-
ence, of high regularity were predicted. In the expansion ratio
range of 3.0–4.0, however, two oscillation modes were identified,
i.e., a regular precession and a quasiflapping oscillation. A lower
Reynolds number and higher turbulence intensity at the inlet may
cause the oscillations to develop complex flowfields. For the
quasi-flapping oscillation, the Strouhal number~based on the in-
flow momentum flux and downstream diameter! is basically inde-
pendent of the Reynolds number, but increases linearly as the
expansion ratio increases in the range of 3.5–6.0 examined. While
the dependence on the expansion ratio seems to have been over-
predicted, the calculated values of the Strouhal number are of the
same order as the reported data.

It seems that the flapping motion is fundamental in all the range
of expansions considered. It may either coexist with the preces-
sion for a high expansion ratio or occur separately without the
presence of the precession for a smaller expansion ratio. Although
no relevant information has been reported for the case of axisym-
metric expansion flows, the flapping frequencies are comparable
with those in two-dimensional or quasi-two-dimensional
problems.

The visualization of the flow field and wall surface pressure
distribution for the expansion ratio of five suggests that a pressure
gradient arises across the jet in both the radial and tangential

directions, which may be the driving force for both the flapping
and the precessing motions. Large-scale coherent structures, i.e., a
large ring-like recirculation zone and a significant swirling flow
behind the expansion face have been identified, which enhance
streamwise and cross-sectional mixing. Further downstream, the
jet, while spreading gradually, exhibits a spiral nature with a di-
rection opposite to the precession.
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Nomenclature

d 5 diameter of upstream pipe, m
D 5 diameter of downstream pipe, m
E 5 expansion ratio of diameterD/d
f 5 oscillation frequency, l/s
k 5 turbulent kinetic energy, m2/s2

L,1 5 length of the pipes, m
M 5 jet momentum flux, kg.m/s2

P 5 pressure, Pa
Re 5 Reynolds number at the inlet
St 5 Strouhal number

t 5 time, s
U,V,W5 Reynolds-averaged velocity components, m/s
Ui ,U0 5 bulk velocity at the inlet and exit, m/s

« 5 turbulence dissipation rate, m2/s3

r 5 density, kg/m3

m 5 laminar viscosity, Pa.s
u 5 angle of flapping relative to the radial direction

References
@1# Yazdabadi, P. A., Griffiths, A. J., and Syred, N., 1994, ‘‘Characterization of

the PVC Phenomena in the Exhaust of a Cyclone Dust Separator,’’ Exp. Flu-
ids, 17, No. 1/2, pp. 84–95.

@2# Fick, W., Syred, N., Griffiths, A. J., and O’Doherty, T., 1996, ‘‘Phase-
Averaged Temperature Characterized in Swirl Burners,’’ Journal of Power and
Energy,210, No. 5, pp. 383–395.

@3# Dellenback, P. S., Metzger, D. E., and Neitzel, G. P., 1988, ‘‘Measurement in
Turbulent Swirling Flow Through an Abrupt Axisymmetric Expansion,’’
AIAA J., 26, No. 6, pp. 669–681.

@4# Hill, S. J., Nathan, G. J., and Luxton, R. E., 1995, ‘‘Precession in Axisymmet-
ric Confined Jets,’’Proceedings of 12th Australasian Fluid Mechanics Con-
ference, Bilger, R. W., ed., Sydney, Dec. 10–15, pp. 135–138.

@5# Nathan, G. J., Hill, S. J., and Luxton, R. E., 1998, ‘‘An Axisymmetric ‘Fluidic’
Nozzle to Generate Jet Precession,’’ J. Fluid Mech.,370, pp. 347–380.

@6# Nathan, G. J., Turns, S. R., and Bandaru, R. V., 1996, ‘‘The Influence of Jet
Precession on NOx Emissions and Radiation from Turbulent Flames,’’ Com-
bust. Sci. Technol.,112, pp. 211–230.

@7# Southwell, D. B., and Langrish, T. A. G., 2000, ‘‘Observations of Flow Pat-
terns in a Spray Dryer,’’ Drying Technol.,18, No. 3, pp. 661–685.

@8# Lawson, N. J., and Davidson, M. R., 1999, ‘‘Crossflow Characteristics of an
Oscillating Jet in a Thin Slab Casting Mould,’’ ASME J. Fluids Eng.,121, pp.
588–595.

@9# Durrett, R. P., Stevenson, W. H., and Thompson, H. D., 1988, ‘‘Radial and
Axial Turbulent Flow Measurements with an LDV in an Axisymmetric Sud-
den Expansion Air Flow,’’ ASME J. Fluids Eng.,110, pp. 367–372.

@10# Back, L. H., and Roschke, E. J., 1972, ‘‘Shear-Layer Flow Regimes and Wave
Instabilities and Reattachment Lengths Downstream of an Abrupt Circular
Channel Expansion,’’ ASME J. Appl. Mech.,39, pp. 677–681.

@11# Moon, L. F., and Rudinger, G., 1977, ‘‘Velocity Distribution in an Abrupt
Expanding Circular Duct,’’ ASME J. Fluids Eng.,99, pp. 226–230.

@12# Gould, R. D., Stevenson, W. H., and Thompson, H. D., 1990, ‘‘Investigation
of Turbulent Transport in an Axisymmetric Sudden Expansion,’’ AIAA J.,28,
No. 2, pp. 276–283.

@13# Hallett, W. L. H., and Gunther, R., 1984, ‘‘Flow and Mixing in Swirling Flow
in a Sudden Expansion,’’ The Canadian Journal of Mechanical Engineering,
62, Feb. pp. 149–155.

@14# Mi, J., Nathan, G. J., and Luxton, R. E., 1995, ‘‘Precessing and Axial Flows
Following a Sudden Expansion in an Axisymmetric Nozzle,’’Proceedings of
12th Australasian Fluid Mechanics Conference, Bilger, R. W., ed., Sydney,
Dec. 10–15, pp. 119–122.

@15# Mi, J., Luxton, R. E., and Nathan, G. J., 1998, ‘‘The Mean Flow Field of a
Precessing Jet,’’Proceedings of 13th Australasian Fluid Mechanics Confer-

Fig. 28 A schematic diagram of the reflection of the jet motion
with different expansion ratios, explaining how a large expan-
sion ratio produces a higher precession frequency. „The ar-
rows indicate the direction of the jet motion. …

586 Õ Vol. 123, SEPTEMBER 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ence, Thompson, M. C., and Hourigan, K., eds., Melbourne, Dec. 13–18, pp.
325–328.

@16# Schneider, G. M., Nathan, G. J., and Luxton, R. E., 1992, ‘‘An Experimental
Study of a Precessing, Deflected Jet,’’Proceedings of 11th Australasian Fluid
Mechanics Conference, Davis, M. R., and Walker, G. J., eds., Hobart, Dec.
14–18, pp. 1105–1108.

@17# Honeyands, T. A., and Molloy, N. A., 1995, ‘‘Oscillations of Submerged Jets
Confined in a Narrow Deep Rectangular Cavity,’’Proceedings of 12th Aus-
tralasian Fluid Mechanics Conference, Bilger, R. W., ed., Sydney, Dec. 10–
15, pp. 493–496.

@18# Gebert, B. M., Davidson, M. R., and Rudman, M. J., 1998, ‘‘Computed Os-
cillations of a Confined Submerged Liquid Jet,’’ Appl. Math. Model.,22, pp.
843–850.

@19# CFX, Solver Manual, CFX International, AEA Technology, 1997, Harwell,
Didcot, Oxon, UK.

@20# Guo, B., Langrish, T. A. G., and Fletcher, D. F., 2001, ‘‘Simulation of Tur-
bulent Swirl Flow in an Axisymmetric Sudden Expansion,’’ AIAA J.,39, No.
1, pp. 96–102.

@21# Spalart, P. R., 2000, ‘‘Strategies for Turbulence Modelling and Simulations,’’
International Journal of Heat and Fluid Flow,21, No. 3, pp. 252–263.

@22# Speziale, C. G., 1998, ‘‘Turbulence Modeling for Time-Dependent RANS and
VLES: a Review,’’ AIAA J., 36, No. 2, pp. 173–184.

@23# Rodi, W., Ferziger, J. H., Breuer, M., and Pourquie, M., 1997, ‘‘Status of
Large Eddy Simulation: Results of a Workshop,’’ ASME J. Fluids Eng.,119,
pp. 248–262.

@24# Wilcox, D. C., 1994,Turbulence Modeling for CFD, DCW Industries, Inc.
@25# Guo, B., Langrish, T. A. G., and Fletcher, D. F., 2001, ‘‘An Assessment of

Turbulence Models Applied to the Simulation of a Two-Dimensional Sub-
merged Jet,’’ Appl. Math. Model,25, No. 8, pp. 635–653.

@26# Shore, N. A, Haynes, B. S., Fletcher, D. F., and Sola, A. A., 1995, ‘‘Numerical
Aspects of Swirl Flow Computations,’’Proceedings of the Seventh Biennial
Conference on Computational Techniques and Applications: CTAC95, May,
R. L., and Easton, A. K., eds., Melbourne, July 3–5, pp. 693–700.

@27# Leonard, B. P., 1979, ‘‘A Stable and Accurate Convective Modelling Proce-
dure Based on Quadratic Upstream Interpolation,’’ Comput. Methods Appl.
Mech. Eng.,9, No. 1, pp. 59–98.

@28# Hirsch, C., 1990,Numerical Computation of Internal and External Flows, Vol.
2, Wiley, New York, pp. 536–545.

@29# Issa, R. I., 1985, ‘‘Solution of the Implicitly Discretised Fluid Flow Equations
by Operator Splitting,’’ J. Comput. Phys.,62, No. 1, pp. 40–65.

@30# Battaglia, F., Kulkarni, A. K., Feng, J., and Merkle, C. L., 1997, ‘‘Simulations
of Planar Flapping Jets in Confined Channels,’’AIAA Paper 97–1992,
pp. 1–11.

Journal of Fluids Engineering SEPTEMBER 2001, Vol. 123 Õ 587

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Khaled J. Hammad1

Adjunct Assistant Professor

George C. Vradis
Associate Professor

M. Volkan Ötügen
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Laminar Flow of a Herschel-
Bulkley Fluid Over an
Axisymmetric Sudden Expansion
The steady flow of non-Newtonian Herschel-Bulkley fluids over a one-to-two axisymmetric
sudden expansion was studied numerically. Finite difference numerical solutions of the
governing continuity and fully-elliptic momentum equations were obtained within the
laminar flow regime for a range of Reynolds numbers, yield numbers, and power-law
index values. The Reynolds number, based on the upstream pipe diameter and bulk ve-
locity, was varied between 50 and 200, while the yield number was varied between 0 and
2. The power-law index values mapped the 0.6–1.2 range, allowing for the investigation
of both shear-thinning and shear-thickening effects. Two distinct flow regimes are iden-
tified. One is associated with a combination of low yield numbers, high Reynolds num-
bers, and high power-law indexes, and exhibits a recirculating flow region at the step
corner which is similar to that seen in Newtonian flows. The other flow regime, however,
is characterized by a dead-zone behind the step corner, and is obtained for a combination
of high yield numbers, low Reynolds numbers, and low power-law indexes. The yield
number appears to be the dominant parameter affecting the shape and extent of the
corner flow region as well as flow redevelopment further downstream. In general, the
influence of the power-law index on the flow structure is stronger when the yield number
is small. A flow character that is an exception to this general trend is the recirculating
corner vortex intensity which decreases substantially with decreasing power-law index
values for all investigated yield numbers.@DOI: 10.1115/1.1378023#

Introduction
The laminar flow through an axisymmetric sudden expansion

has received the attention of researchers for a long time because
of its fundamental as well as practical importance. The geometry
can be found in numerous equipment, such as heat exchangers,
combustion chambers, mixing vessels, reactors, as well as many
other fluid processing, handling, and transport equipment. Flows
through axisymmetric expansions have also been studied to shed
light on the physics of wall-bounded separated and reattached
flows. Additionally, the circular sudden expansion geometry has
been used to model physiological flows by Feurstein et al.@1#.
The simplicity of the geometry, on the one hand, and the intrinsic
complexity of the flow field~i.e., flow separation, reversal, and
reattachment! on the other, resulted in its acceptance as a bench-
mark problem for testing computational codes.

The earliest and most comprehensive computational and~quali-
tative! experimental study of laminar Newtonian flow in an axi-
symmetric sudden expansion was carried out by Macagno and
Hung @2#. In their report, they presented results for a Reynolds
number range, Red<200 in a one-to-two axisymmetric expansion
~based on pipe diameters!. Flow visualization experiments re-
vealed information related to the shape and extent of the recircu-
lation zone. In the computational simulation of their experiment,
they imposed a fully developed velocity profile as a boundary
condition of the incoming fluid. A good qualitative agreement was
obtained between the experimental results and those obtained us-
ing a finite difference numerical approximation for the stream-
lines-vorticity formulation of the governing Navier-Stokes equa-
tions. Furthermore, it was shown that the shear layer reattachment
length,Lr , increased linearly with inlet Reynolds number, Red .
Most of the research work that followed concentrated on the ef-
fects of the Reynolds number, the expansion ratio, and the inlet

velocity profile on the onset of shear layer instability and transi-
tion to turbulence, reattachment length, and the intensity of the
recirculating eddy,ei . Through additional studies it has been es-
tablished that shear layer instability and the accompanying un-
steady effects do not exist for Red,200 for a fully developed inlet
profile ~see, for example, Badekas and Knight@3#!.

Studies focusing on the laminar fluid flow of non-Newtonian
fluids through axisymmetric sudden expansions are more limited
compared to those dealing with Newtonian fluids. Halmos et al.
@4# carried out a numerical study of the flow of a power-law fluid
over a one-to-two axisymmetric sudden expansion geometry. Ad-
ditionally, they presented flow visualization-based experimental
results that were in agreement with their computed results. Some
of these studies, such as that of Ponthieux et al.@5#, were moti-
vated by the desire to acquire detailed knowledge of the pressure
losses which arise due to geometric variations, and the usually
high apparent viscosity displayed by these fluids. Inertia effects on
laminar flows of Bingham plastics through suddenly expanding
geometries have also been studied in the past. Scott et al.@6#
presented results for the flow of Bingham and Casson fluids
through both planar and axisymmetric expansions and stenosis,
while Vradis and O¨ tügen @7# reported on numerical solutions
to the problem of a Bingham plastic through an axisymmetric
expansion.

Recently, Hammad et al.@8# carried out an experimental study
of the laminar axisymmetric sudden expansion flow of a Herschel-
Bulkley fluid using the optical technique particle image velocim-
etry ~PIV!. The study revealed the complicated nature of this flow
with features not encountered in Newtonian flows. However, due
to the difficulty in obtaining optically transparent fluids for a wide
range of rheological parameters, it was not possible to systemati-
cally investigate the effect of these parameters. Apart from the
experimental approach, no systematic computational study of the
laminar flows of Herschel-Bulkley fluids covering a wide range of
Reynolds, yield numbers, and the power-law index have been re-
ported in the literature. Currently, the detailed understanding of
the effect of these parameters on the flow structure is far from
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being complete. The Herschel-Bulkley constitutive equation can
adequately describe the flow behavior of numerous non-
Newtonian fluids. Despite the considerable importance of
Herschel-Bulkley fluids from a fundamental point of view and
their diverse applications, studies of internal flows of such fluids
have so far received little attention from fluid mechanics research-
ers, partially due to the complexity involved in their analysis. The
present work, therefore, is a comprehensive computational study
geared toward expanding our limited knowledge of complex and
confined flows of nonlinear viscoplastic non-Newtonian fluids
whose behavior can be approximated by a Herschel-Bulkley con-
stitutive model. In the present computations, a finite-difference
formulation of the governing continuity and fully-elliptic momen-
tum conservation equations is used along with a coupled-variables
technique to solve the resulting system of nonlinear equations,
which are linearized by employing an iterative marching solution
technique.

The Governing Equations. The nondimensionalized govern-
ing elliptic equations for the steady, laminar, incompressible flow
of a Herschel-Bulkley non-Newtonian fluid in cylindrical coordi-
nates are
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In the case of a Herschel-Bulkley fluid the relationship between
the stress tensort i j and the rate of deformation tensorD i j is given
by the following formula:
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HereD i j 5]ui /]xj1]uj /]xi andD i j D i j is the second invariant of
D i j . In cylindrical coordinates the function (1/2)D i j D i j is given
by:
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As a result, the nondimensional effective viscosity is defined as:
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where, the yield number,Y, is a nondimensional yield stress.

Solution Technique. The finite-difference numerical tech-
nique used in the present study is described in detail by Hammad
@9# and Vradis and Hammad@10#. Fully second-order accurate
approximations are used for the derivatives appearing in the gov-
erning equations. Centered differences are used in all cases with
the exception of the convective streamwise derivatives which are
upwinded using first order approximations, to ensure stability. The
resulting system of algebraic equations for mass conservation and
momentum is solved by employing an iterative marching tech-
nique in which the linearized equations are solved simultaneously
along lines in the radial direction using an efficient block-
tridiagonal matrix inversion technique. The linearization of the
equations is accomplished by using the convective coefficients at
the previous iteration level. The convergence parameter employed
in the present analysis is the magnitude of the maximum residual
in the difference equations. The discretization is made in such a
way that the continuity equation is always satisfied to ‘‘machine
accuracy’’ at any stage of the solution procedure. Therefore, con-
vergence is checked for the two momentum equations and the
iterative procedure is terminated when the residual becomes less
than 1026. The convergence history for the Herschel-Bulkley
fluid as a function of yield number and the power-law index are
shown in Fig. 1. The residual corresponds to the maximum of the
two momentum equations. For a fixed grid size, the number of
iterations required, prior to convergence, increases significantly
with the yield number and is, in general, higher when the fluid is
shear-thinning, with or without a yield stress. An initial rapid
decline in the residual is always obtained followed by a much
smaller rate of reduction. In the core regions of the flow the ef-
fective viscosity,meff , attains an infinite value sinceD i j 50 in
such regions. Large values ofmeff create convergence problems
since the coefficient matrix becomes very ‘‘stiff’’ due to large
differences in the magnitude of its elements. In order to avoid
such problems,meff is ‘‘frozen’’ at a relatively high value ofm0
when the value ofA1/2D:D drops below a certain preset level
thus, guaranteeing convergence.

The same approach was adopted by other researchers in the past
~O’Donovan and Tanner@11# and Lipscomb and Denn@12#!. The
modified nondimensional effective viscosity expression for a
Herschel-Bulkley rheology becomes:
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The ‘‘min’’ operator in Eq.~6! selects the lowest of the two
viscosity values appearing between parenthesis. The result of such
an approximation is that the rheological behavior of a yield stress
fluid is altered from that of a Herschel-Bulkley fluid to one with
two different viscosities, i.e., a high viscosity ofm0 at low rates of
deformation, and a lower value~still shear-rate dependent! at
higher rates of deformation. To accurately simulate the yield
stress behavior a very highm0 value should be utilized. Extensive
numerical experimentation led to the establishment ofm051000

Fig. 1 Convergence history for Y Ä0, 1; nÄ0.6,1
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as high enough to obtain an accurate solution yet low enough to
obtain convergence. In previous work by O’Donovan and Tanner
@11# and Beverly and Tanner@12# a m051000 was adopted after
extensive numerical experimentation.

Due to the sharp variations in the values of effective viscosity,
in order to obtain convergence very strong under-relaxation of the
effective viscosity is necessary from one iteration level to the
next, especially in the earlier stages of the iterative procedure.

Discussion of Results
The geometry and the boundary conditions of the flow problem

are shown in Fig. 2. The flow at the inlet (x50) is assumed to be
fully developed withu5u(r ) andv50. At the exit plane of the
computational domain, the flow is assumed fully developed. Thus,
the streamwise derivative of the velocity components are zero,
while the pressure is uniform. The length of the computational
domain depends on the Reynolds and yield numbers as well as the
power-law index and is not known a priori. For each case, it has to
be adjusted individually, sometimes through multiple trial runs.
After each computational run, it is always verified that the down-
stream boundary is located far enough to allow a completely fully
developed flow at the exit. Along the solid walls, the velocity
satisfies the no-slip condition (u5v50). The grid used for ob-
taining the results presented is 97380 grid, which is variable in
the streamwise~97! direction and uniform in the transverse~80!
direction. It is finer closer to the step and becomes increasingly
coarser as the exit plane is approached. Extensive numerical ex-
perimentation established the grid-independent nature of the re-
sults with the grid defined above. Figure 3 displays the develop-
ment of the centerline velocity downstream of the expansion plane
for various grids. Results are shown for both 70360 and 97
380 grids when the fluid is Newtonian, i.e.,Y50, and whenY
51. The figure shows the grid independent nature of the numeri-
cally obtained results. Further details on the effect of grid refine-
ment on the results of problems involving the flow and heat trans-
fer of viscoplastic fluids in this and other similar geometries can
be found in the works of Vradis and O¨ tügen @7# and Vradis and
Hammad@10#.

The fully developed velocity profiles at the inlet plane used
throughout this parametric study are presented in Fig. 4. Each
velocity profile at the inlet is obtained numerically by solving the
problem of the fully developed flow of such a fluid in a straight
pipe. As clearly seen in Figs. 4~b!–4~d!, the profile is character-
ized by the existence of a plug-flow region around the centerline.
The radial extent of this plug region increases with an increase in
yield number and a decrease in power-law index. Outside the
plug-flow region the velocity decreases rapidly to zero. The ve-
locity gradient close to the wall is greater for smaller power-law
exponents and higher yield numbers as clearly demonstrated in
Fig. 4.

Some characteristics of the suddenly expanding internal pipe
flow are indicated in Fig. 2. Upon reaching the plane of the step,
the flow of a Newtonian fluid separates and then reattaches and
forms a recirculation zone whose size and intensity depends only
on the Reynolds number. In the laminar flow regime, the reattach-

ment length has been shown to vary linearly with the Reynolds
number ~Macagno and Hung@2# and Vradis and O¨ tügen @7#!.
After reattachment, the flow evolves until fully developed condi-
tions are attained. The redevelopment length increases with in-
creasing Reynolds numbers. In the case of a Bingham fluid, Vra-
dis and Ötügen@7# have shown that, for a fixed yield number, the
reattachment length is also a linear function of the Reynolds num-
ber. However, the reattachment length decreases rapidly with in-
creasing yield numbers. The redevelopment length is also a strong
function of the yield number, decreasing rapidly with increasing
yield numbers.

In the present study, a more complex flow structure is revealed,
whose details depend on the combination of Reynolds and yield
numbers and power-law index values. Figure 5~a! shows the ef-
fective viscosity distribution for selected Re,Y, andn combina-
tions. In Fig. 5~a! the Reynolds number is Re550, the yield num-
ber isY51 and the power-law index isn51. The small values of
effective viscosity at the edge of the step are associated with the
large rates of deformation within the shear layer developing at the

Fig. 2 Schematic of the confined flow geometry and the
boundary conditions

Fig. 3 Centerline velocity evolution for two sets of grids

Fig. 4 Inlet velocity profiles for Y Ä0, .5, 1, 2; nÄ.6, .8, 1, 1.2
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step’s corner. Further downstream, close to the centerline,meff
starts increasing again as the conditions for a new core flow re-
gion start developing. At the corner, the flow is characterized by
very high values of the effective viscosity, i.e., the existence of a
small ‘‘dead-zone.’’ This zone exists due to the low stress levels
in that region and, therefore, the lack of deformation of the fluid
elements. Given the condition for kinematic continuity and the
no-slip condition at the wall, this region is one characterized by
zero velocities. Downstream of this dead-zone, there exists a re-
gion of weak recirculation~as will be demonstrated next!, within
which appreciable levels of deformation rates are present making
the effective viscosity values moderate. Further downstream, there
is another ‘‘dead’’~or no-flow! zone which, in the present flow,
plays the role that the reattachment point does in the case of a
Newtonian fluid. Therefore, it is seen that the reattachment point
is replaced here by a reattachment dead-zone. It should be stated
here that both the corner dead zone and the reattachment dead
zone were observed earlier by Hammad et al.@8# in their experi-
mental study. The center of the recirculating zone is also charac-
terized by large values of the effective viscosity, again, due to the
lower rates of deformation there. Downstream of the reattachment
zone, the flow starts to redevelop. As this happens, a plug-flow
region starts forming along the centerline, characterized by high
effective viscosities, while along the wall a boundary layer starts
forming indicated by the low effective viscosity values. Increasing
the Reynolds number from 50–100, while keepingY51 andn
51, as shown in Fig. 5~b!, increases the intensity of the recircu-
lation, evidenced from the overall decrease in the effective viscos-
ity distribution throughout the corner region. Increasing the Rey-
nolds number also shifts the reattachment region location further
downstream but the reattachment dead-zone is still present as in-
dicated by themeff5200 contour. The effect of the power-law
index at Re5100, andY51, can be observed by comparing Figs.
5~b!–5~c!. At a lower power-law index ofn50.6 ~shown in Fig.
5~c!!, an overall increase in the effective viscosity values through-
out the flowfield is obtained. The strongest impact of the reduction
in n is seen adjacent to the step. The overall lower rates of defor-
mation lead to an increase in the size of nonmoving reattachment

region and a weakening of the recirculation intensity. The rede-
velopment length is decreased as the plug zone along the center-
line forms at a shorter distance from the step.

Figure 6 shows the behavior ofmeff for the case ofY52. As the
yield number is increased from 1–2~with Re550 andn51!, the
basic features of the flow field change fairly significantly, as dis-
cerned form Fig. 6~a!. Comparing Fig. 6~a!–Fig. 5~a!, we see that
the recirculation zone is replaced by a fairly extensive dead-zone
at the step’s corner effectively forming a ramp~defined by the
meff5200 contour! extending to aboutx>2. The surface of this
dead-zone has a slight concave curvature and serves as a solid
surface over which the moving fluid is sheared as it expands. This
type of corner flow structure was first observed experimentally by
Hammad et al.@8#. No flow reversals, and hence, separation and
reattachment zones are observed in this flow case. The flow ex-
pands over this zone and redevelops even faster than in the pre-
vious case ofY51, given the higher effective viscosities associ-
ated with the higher yield number. Also observed is the reduction
of meff near the wall forY52 ~Fig. 6~a!! as compared toY51.
~Fig. 5~a!!. As the radial extent of the plug zone increases forY
52, the developing boundary layer underneath sustains larger
shear rates and, hence, exhibits smaller effective viscosities. As
for the effect of Reynolds numbers, increasing this parameter
from Re550 to Re5100, for a fixed yield number ofY52, leads
to a change in the shape of the corner dead-zone. Observing the
centerline evolution ofmeff in Fig. 6~b!, one also notes that the
initial destruction of the plug zone and its subsequent reappear-
ance takes a longer axial distance for the higher Reynolds number.
Reducing the power-law index fromn51 to n50.6, while main-
taining Re5100 andY52, increases the effective viscosity values
throughout, as explained earlier. This, in turn, leads to a drop in
rates of deformation throughout the corner region as shown in Fig.
6~c!. Again, this reduction in the power-law index is significant
enough that an extensive corner dead-zone reappears.

The impact of both fluid rheology and flow inertia on the char-
acteristics of the corner flow region is summarized in Figs. 7, 8,
and 9. The axial extent of the corner region downstream of the
expansion plane is represented here in terms of the length,Lr ,
which is normalized with the step height,S, (l r5Lr /S). The
length Lr represents the reattachment length in the case of zero

Fig. 5 Effective viscosity contours for Y Ä1 and „a… ReÄ50, n
Ä1; „b… ReÄ100, nÄ1; „c… ReÄ100, nÄ0.6

Fig. 6 Effective viscosity contours for Y Ä2 and „a… ReÄ50, n
Ä1; „b… ReÄ100, nÄ1; „c… ReÄ100, nÄ0.6
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yield stress fluids and either the center of the reattachment region
or the extent of the corner dead-zone for the yield stress fluids. As
shown in Fig. 7, the extent of this corner region decreases with
increasing yield numbers and increases with increasing Reynolds
numbers. The dependence ofl r on the power-law index, however,
is more complex. For moderate to high yield numbers (Y
51 – 2), modest increases in the lengthl r with increasingn are
observed. In the case of zero yield stress fluids, increasing the
power law exponent fromn51 to n51.2 ~shear-thickening
fluid!, leads to approximately a 10 percent drop in the reattach-
ment length, while varying the power-law index between 0.6 and
1 leads to a much smaller variation in the obtained reattachment
length ~less than 5 percent!. This small variation in the reattach-
ment length for power-law fluids with the power-law index values

within the range 0.6–1.0 is in agreement with the computational
predictions of Halmos et al.@4# and experimental findings of Hal-
mos et al. and@14# reported on shear-thinning fluid flows over a
two-to-one axisymmetric flows covering then50.65– 1.0 range
and Reynolds number values between Re57 and 159. In general,
the influence of the power-law index on the length,l r , is more
pronounced at low Reynolds numbers but remains small relative
to that of the yield number.

To further establish the validity of the present results, compu-
tations representing the dependency of the reattachment length on
the Reynolds number for a Newtonian fluid are compared to both
quantitative PIV and qualitative flow visualization results ob-
tained earlier. As shown in Fig. 8, the agreement between com-
putations and experimental results is very good.

The corner vortex strength is represented in Fig. 9 in terms of
the relative eddy intensity,ei , which is plotted against the yield
number for all power-law exponents and Reynolds numbers. The
relative eddy intensity is defined as the maximum amount of back
flow in the vortex region relative to the inlet flow rate or
2Cmin /Cmax. Unlike l r , ei displays a strong dependence on both
the power-law index as well as the yield number.ei increases with
the power-law index while it decreases with the yield number for
all Reynolds numbers. For zero yield stress fluids, the dependence
of the relative eddy intensity on the Reynolds number weakens at
high Reynolds numbers, hinting at the existence of an asymptotic
limit. For a Reynolds number of 50 and all studied power-law
index values, as shown in Fig. 9~a!, a yield number ofY52 is
sufficient to bring the corner vortex to a total halt and thus creat-
ing a corner dead-zone as demonstrated earlier in Fig. 5. The
combined effect of increasing the yield number and reducingn
would always lead to a reduction in the vortex intensity. This is
expected since smaller shear-thinning exponents and larger yield
numbers increase the viscosity values throughout the vortex re-
gion, thus lowering rates of deformation and, hence, circulation
intensity. The monotonic and rather significant increase ofei with

Fig. 7 Reattachment length versus yield number at n Ä0.6, 0.8,
1 and 1.2 for „a… ReÄ50; „b… ReÄ100; „c… ReÄ200

Fig. 8 Reattachment length versus Reynolds number for a
Newtonian fluid: a comparison between present computations
and available experimental results

Fig. 9 Relative eddy intensity versus yield number at n Ä0.6,
0.8, 1 and 1.2 for „a… ReÄ50; „b… ReÄ100; „c… ReÄ200
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n is a trend consistent with that reported by Halmos and Boger
@14# for shear-thinning fluids. For a fixed yield number and
power-law index, higher Re values lead to increased momentum
transfer into the corner region and thus increase the recirculation
intensity.

The effect of the fluid rheology on flow development is further
investigated in Fig. 10 which shows the centerline velocity distri-
butions for a range of yield numbers and power-law indexes at
Re5100. A quick look at Fig. 10 reveals that the centerline ve-
locity at the expansion plane (x50) decreases with increasing
yield numbers and decreasing power-law index values. The pres-
ence of yield stress and the shear-thinning effect lead to a more
blunt fully developed velocity profile in the upstream pipe as pre-
viously demonstrated in Fig. 4. This, in turn, reduces the fully
developed maximum centerline velocity. In general, the evolution
of the centerline velocity is slower at smaller yield numbers, lead-
ing to shorter overall redevelopment lengths for larger yield num-
bers. It is also noted that the fully developed values of the down-
stream centerline velocities are decreasing with increasing yield
numbers, again, as a result of the larger plug-flow regions charac-
teristic of such cases.

Figure 10 reveals that the effect of the power-law index on the
evolution of the centerline velocity depends on the yield number
value. In the case ofY50 and 0.5, the evolution of the centerline
velocity has a simple dependence on the power-law index. Higher
power-law index values lead to smaller plug-flow regions, and
hence, a larger centerline velocity in the fully developed flow
zones. This is clearly seen both at the step and in the fully recov-
ered region further downstream~Figs. 10~a! and 10~b!!. In addi-
tion to this, the flow develops faster for largern values which
results in the two crossovers ofucl curves in the same two figures.
However, forY52 case presented in Fig. 10~c!, the rate of evo-
lution of ucl for the differentn values are too close to make a clear
determination. Clearly, the introduction of a yield stress modifies
the trends. For the case ofY52, the power-law index no longer
plays a significant role in the centerline velocity development.

A clearer insight into the effects of inertia and fluid rheology on
flow redevelopment can be gained by using the centerline velocity
curves shown in Fig. 10 to extract the axial distances downstream
of the expansion plane beyond which fully developed conditions
are considered established,~i.e., the redevelopment length,l d!.
Here the flow is considered fully developed at anx location where
ucl /ucl, f d51.01. Theucl, f d values used here correspond to the
numerically predicted values ofucl at the furthest downstream
location which were within less than 1 percent of the analytical
ones. The information is presented in Fig. 11 in terms ofl d against
Y for all Reynolds numbers and power-law exponents. As con-
cluded earlier and clearly displayed here in Fig. 11, the impact of
variations in the power-law index on the redevelopment length is
most significant for zero yield stress~or simple power-law! fluids.
For the yield numbers ofY50 and Y50.5, the redevelopment
length always decreases with increasing power-law index. The
effect, however, is much weaker forY51 andY52, indicating
the dominance of the yield stress parameter over the power-law
index in this region.

Conclusions
Finite difference numerical solutions have been obtained for the

governing equations describing the flow of Herschel-Bulkley flu-
ids through an axisymmetric sudden expansion for a range of
yield numbers and power-law exponents in the laminar flow re-
gime. The detailed parametric study was undertaken to explore the
effects of fluid rheology and flow inertia on the characteristics of
the corner flow region and flow redevelopment. The results show
that there is a strong dependence of the flow field on the yield
number and a weak one on the power law index for larger values
of the yield number. For lower values of the yield number, both
the yield number and the power law index have a significant effect
on the flow field. The results establish the yield number as a
parameter greatly affecting the structure of the flow field and its
evolution. At low yield numbers, a recirculating flow exists at the

Fig. 10 Centerline velocity evolution at Re Ä100, nÄ0.6, 0.8, 1
and 1.2 for „a… YÄ0; „b… YÄ1; „c… YÄ2

Fig. 11 Redevelopment length versus yield number at n Ä0.6,
0.8, 1 and 1.2 for „a… ReÄ50; „b… ReÄ100; „c… ReÄ200
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edge of the step that is bounded by a very small dead-zone at-
tached to the corner of the step. In addition, the reattachment point
that is characteristic of Newtonian fluids, is replaced here by a
‘‘reattachment zone,’’ which is also a stagnant-zone of zero ve-
locity. As the yield number increases the recirculating flow disap-
pears and the flow remains attached to the wall throughout the
expansion. Instead, a backward-facing ramp of nonmoving fluid
forms over the expansion corner.
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Nomenclature

d 5 diameter of upstream pipe
ei 5 corner eddy intensity, ratio of the maximum amount

of backflow in the recirculation region to the inlet
flow rate,2Cmin /Cmax

K 5 consistency index
l d 5 redevelopment length,l d5x corresponding to

ucl /ucl, f d51.01
l r 5 reattachment length
n 5 power-law index
P 5 pressure
p 5 nondimensional pressure,P/rUi

2

R 5 radial coordinate
Rw 5 radius of upstream pipe

r 5 nondimensional radial coordinate,R/S
Re 5 Reynolds number,rdnUi

22n/K
S 5 step height, hereS5Rw
U 5 streamwise velocity

Ui 5 inlet streamwise bulk velocity
u 5 normalized streamwise velocity,U/Ui

ucl 5 normalized centerline velocity,Ucl /Ui
ucl, f d 5 normalized fully developed centerline velocity in the

downstream pipe,Ucl, f d /Ui
V 5 radial velocity
v 5 normalized radial velocity,V/Ui
X 5 streamwise coordinate from step
x 5 nondimensional streamwise coordinate,X/S

Y 5 yield number,tyd
n/KUi

n

Cmax 5 maximum value of stream function
Cmin 5 minimum value of stream function

D i j 5 rate of deformation tensor
m 5 effective viscosity

meff 5 nondimensional effective viscosity
r 5 density

t i j 5 stress tensor
ty 5 yield stress
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Two-Dimensional Study of the
Turbulent Wake Behind a Square
Cylinder Subject to Uniform Shear
The flow past a square cylinder at a Reynolds number of 20,000 has been simulated
through direct calculations and through the calculations using turbulence model. The
present investigation highlights significant differences between the two approaches in
terms of time-averaged flow, Strouhal number, and aerodynamic forces. The time-
averaged drag coefficient and the rms fluctuations due to the direct calculations are
higher than those due to the turbulence model. However, Strouhal number is underpre-
dicted in the direct calculations. The effect of shear on the flow has also been determined
using the turbulence model. The time-averaged drag coefficient is found to decrease with
the increase in shear parameter up to a certain value. Then it increases with the further
increase in the shear parameter. On the other hand, lift coefficient increases with the
increase in shear parameter. Strouhal number shows a decreasing trend with the increase
in shear parameter whereas the rms values of drag and lift coefficients increase with the
shear parameter. The Ka´rmán vortex street, mainly comprising clockwise vortices due to
shear, decays slowly compared to the uniform flow condition.@DOI: 10.1115/1.1383549#

Introduction
Unsteady flow past bluff bodies is of direct relevance to struc-

tural engineering, where flow induced vibration is one of the most
important considerations in designing the massive structures. The
wake of bluff objects is unsteady, the near-wake being strongly
periodic and driven by the shed vortices. The nuances of the wake
structure depend on the incoming flow and its quality. The analy-
sis of wake with incoming uniform velocity is complex and the
nonuniformity of the velocity makes the study more difficult. The
shear may be of three types namely,~1! pure transverse shear,~2!
pure axial shear and~3! combination of transverse and axial shear.
Out of the above three, the study of the third one seems to be
more difficult. The applications of flows with nonuniform up-
stream velocity are plenty. The approaching flow of a curved river
against the bridge pier is one such example. The pipeline laid
above the ground experiences a nonuniform stream since it is
within the boundary layer formed due to earth surface. The effect
of inlet shear at high Reynolds number at which the flow becomes
turbulent may be severe. Kiya et al.@1# investigated experimen-
tally the effect of transverse shear on critical Reynolds number
beyond which the vortex shedding starts. They considered the
case of flow past a circular cylinder and found that the shear
parameter influenced Strouhal number. Kwon et al.@2# have pre-
sented experimental results for the effect of shear parameters on
the drag coefficient and Shrouhal number for the case of flow past
a circular cylinder. Ayukawa et al.@3# have reported results show-
ing the influence of shear on the wake structure for a square cyl-
inder at moderate Reynolds number. They have observed that at
high shear rates, the Ka´rmán vortex street breaks down and the
flow pattern downstream tends to be similar at any instant. Saha
et al. @4# have reported the influence of shear for a wide range of
Reynolds numbers~500–1250!. Their results show that the mean
drag coefficients and the rms values of lift and drag coefficients
initially decrease until certain values of shear rate and then in-
crease with increase in shear parameter. Their findings also reveal
that the Strouhal number decreases uniformly with increase in

shear parameter. They showed that at higher shear rates, the
Kármán vortex street comprising of alternate vortices breaks and
the wake shows clockwise vortices. However, they have not con-
sidered high Reynolds number turbulent flow in their study.

The geometry of the present flow model is nominally two-
dimensional. But the flow past a square cylinder is highly three-
dimensional at high Reynolds number. The flow becomes three-
dimensional beyond a Reynolds number of 175~Williamson @5#
and Saha@6#!. The flow turns out to be chaotic and possibly tur-
bulent at a Reynolds number of 500~Saha et al.@7#!. Flows above
a Reynolds number of 500 require to be computed by solving the
three-dimensional unsteady Navier-Stokes equations using very
fine grids. However, computation of three-dimensional Navier-
Stokes equations at higher Reynolds number is computationally
quite expensive. To economize computation, engineering applica-
tions are being computed at high Reynolds numbers in two-
dimensions using various eddy viscosity models of turbulence
~Hadid et al.@8#!. In such simulations, energetic interactions with
respect to the third component of velocity are effectively set to
zero. Hence, the occurrence of shedding and the prediction of the
nuances of shedding depend significantly on the turbulence model
used and the details of the numerical technique. This is revealed
from the numerical studies of Hadid et al.@8# and Franke and
Rodi @9#.

The flow past a square cylinder beyond a Reynolds number of
175 is three-dimensional~Saha@6#!. Therefore, the computation of
such flow using three-dimensional equations takes into account
proper magnitude of diffusion and dissipation mechanism, which
is an inherent feature of the third dimension of the flow. However,
the two-dimensional model of such flow does not take into ac-
count the proper diffusion phenomenon of the flow due in absence
of the third dimension. The vortex stretching in three-dimensional
flow field can be represented as the diffusion mechanism~Saha
@9#!. The energy transfer from large to small scale~or eddies! is
also dependent on the dimensionality of the model equations rep-
resenting the flow. If two-dimensional model equations are solved
for a physically three-dimensional flow, then there is an increase
in the in-plane velocity fluctuations. The unrealistic higher fluc-
tuations can be reduced if the modeling of the fluctuations is done
in such a way that the additional diffusion due to the third com-
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ponent of velocity fluctuations is incorporated. The two-
dimensional model can represent the two-dimensional~spanwise
averaged! flow structures if the physical diffusion and dissipation
mechanism are incorporated and the model becomes equivalent to
the three-dimensional simulation as far as the energy cascading or
diffusion mechanism is concerned. The incorporation of thek-e
model adds diffusion into the two-dimensional model equation
through the eddy viscosity. The eddy viscosity is deployed to
model the velocity fluctuations of the three-dimensional flow field
and capture the nuances of the large scale activities of the flow.

At higher Reynolds numbers, three-dimensional random turbu-
lent fluctuations are superimposed on the unsteady periodic mo-
tion. The random motion represents small scales of turbulence and
can be simulated by a stochastic model. In the wake of a bluff-
body flow, the time varying componentf ~for example, velocity
and pressure! may be written as the combination of global mean
componentf̄, a periodic componentf̃ and a random component
f8 ~Hussain@10#!. This can be written mathematically as

f~xi ,t !5f̄~xi !1f̃~xi ,t !1f8~xi ,t !5^f&~xi ,t !1f8~xi ,t !
(1)

where^f& refers to a phase average quantity. Based on this idea,
one can adopt the following viewpoint~Saha et al.@11#!: The
Reynolds averaged Navier-Stokes equations determine the phase-
averaged velocity and pressure~quantities inside ‘̂&’ in Eq. ~1!!.
The eddy viscosity arising from the Boussinesq approximation
can now be associated with the random fluctuations~quantities
marked by8 in Eq. ~1!!. The eddy viscosity in turn can be deter-
mined by the transport equations: one for the turbulent energy
level k and one for the rate of energy dissipatione. This has come
to be called thek-e family of models.

Okajima et al.@12# have carried out a detailed study for rectan-
gular cylinders with round and square leading edges while the
trailing edge is square in all the cases. They have simulated flows
over a range of Reynolds numbers (13103273103) using the
standardk-e model. Though they were able to capture some of the
aspects of bluff body aerodynamics, they found significant differ-
ences between experiments and numerical predictions. Franke and
Rodi @9# have shown that the occurrence of shedding past a square
cylinder and its characteristics depend on the turbulence model
used. They have also reported that the physically meaningful pre-
dictions are modulated by the details of the numerical technique
used. Hadid et al.@8# have reported turbulent simulation past a
square cylinder using two different approaches, namely, the stan-
dard k-e model and an anisotropick-e model. They have found
that the anisotropick-e model resolves the anisotropy of the Rey-
nolds stresses and predicts the mean energy distribution closer to
the experiments vis-a-vis the standardk-e model. Rodi@13# has
reviewed calculations performed on vortex shedding past long
cylinders of various shapes at high Reynolds numbers using dif-
ferent k-e models, the Reynolds Stress Equations~RSE! model
and the Large Eddy Simulation~LES!. The RSE model and the
LES simulation have emerged superior in his review. Bosch and
Rodi @14# have reported experimental as well as numerical results
for the flow past a square cylinder at a Reynolds number of
22,000 placed at various distances from the adjacent wall. Their
observation reveals that vortex shedding and the consequent un-
steadiness in the flow field are suppressed when the cylinder is
placed very close to the wall. Saha et al.@11# have carried out
RANS ~Reynolds-Averaged Navier-Stokes! computations past a
square cylinder using three different models and captured all the
nuances of the unsteady wake and found good match with experi-
ments. The conclusion of the study is that the Kato-Launder
model is the best among the three as it can handle the stagnation
zone properly.

The aim of the present study is to compare the performances of
the two-dimensional direct~model-free! and thek-e model calcu-
lations. The influence of the inlet shear on the aerodynamic forces
and the wake structures past a square cylinder has also been stud-

ied. The models deployed to account for the random fluctuations
is based on the Kato-Launder modification~Kato-Launder@15#! of
the standardk-e paradigm. The Reynolds number considered is
20,000, based on the cylinder width and the average incoming
velocity. Two nondimensional parameters, which govern the flow
around a square cylinder with uniform inlet shear, are the Rey-
nolds number, Re and the shear parameter,K. These are defined as

Re5
uavB

n
and K5

GB

uav

where the uniform shear at the inflow plane is given as

u~y!5uav1Gy

Here the transverse velocity gradient on the inflow plane isG, the
width of the obstacle isB, the average velocity isuav andH is the
transverse dimension of the domain of interest.

Phase-Averaged Flow Equations
At high Reynolds numbers, the wake of a square cylinder can

be visualized as the superposition of the three-dimensional~3D!
turbulent fluctuations over a two-dimensional~2D! flow field.
This can also be viewed as a three-dimensional unsteady periodic
flow field. An instantaneous quantityf can be, therefore, de-
scribed by the summation of the phase-averaged value and the
stochastic fluctuation as expressed in Eq.~1!. Assuming incom-
pressible flow, the phase-averaged continuity and momentum
equations can be written as~Saha et al.@11#!

]^ui&
]xi

50 (2)

]^ui&
]t

1
]@^uj&^ui&#

]xi
52

1

r

]^p&
]xi

1
]

]xj
Fn

]^ui&
]xj

2^ui8uj8&G
(3)

In the above equations the velocities are nondimensionalized with
the average axial velocityuav at the inlet, all lengths are nondi-
mensionalized with the cylinder widthB and the pressure with
ruav

2 .
To enforce closure, the Reynolds stress tensor,^ui8uj8& in the

momentum equations are to be suitably modeled. The alternatives
available for evaluatinĝui8uj8& are far greater compared to the
choices for the numerical procedure. The Kato-Launderk-e model
has been taken up for the closure in the present investigation.

Turbulence Models
The present simulation has been carried out using two-

equations model of Kato-Launder@15#!. The model can be re-
ferred as KaLa model here onwards. The model relate the turbu-
lent viscositŷ n t& to the turbulent kinetic energŷk& and its rate of
dissipation̂ e&. In the KaLa model, the transport equations for^k&
and ^e& are

]^k&
]t

1
]@^ui&^k&#

]xi
5

]

]xi
F ^n t&

sk

]^k&
]xi

G1Pk2^e& (4)

]^e&
]t

1
]@^ui&^e&#

]xi
5

]

]xi
F ^n t&

se

]^e&
]xi

G1Ce1Pk

^e&

^k&
2Ce2

^e&2

^k&
(5)

where the production term is

Pk5Cm^e&SV, V5
^k&

^e&
A1

2 F]^ui&
]xj

2
]^uj&
]xi

G2

,
(6)
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The quantityV is related to the average rotation of a fluid ele-
ment. In the simple shear flow context,S andV are equal. How-
ever, in stagnation flows, such as impinging jets,V50 and S
.0. This leads to the desired reduction of the production of ki-
netic energy near the forward stagnation point of the bluff objects.
This has an important effect of lowering eddy viscosity in the
boundary layers and permitting vortices to be shed from the rear
side.

The eddy viscositŷn t& is determined from the expression

^n t&5Cm

^k&2

^e&
(7)

The parameters for the model appearing in Eqs.~4!–~7! are given
in Table 1. The recommendation of Kato-Launder model is that
12<y1<60. However, effort was made~grid size was so chosen!
to retainy1 closer to 12 in most of the computations.

Numerical Method
The two-dimensional Navier-Stokes equations, along with the

continuity constraint, have been solved for direct calculations us-
ing the similar procedure as that ofk-e model described below.

For k-e model calculations, the differential equations~2! and~3!
have been solved on a staggered grid by using a modified version
of the MAC algorithm of Harlow and Welch@16# ~also see Hoff-
man and Benocci@17#!. The important factor in the choice of the
spatial differencing strategy is the formal order of accuracy. The
order of accuracy has to be balanced against the global conserva-
tion properties of the numerical scheme. The order of accuracy
relates to the accuracy of the solution whereas the conservative
property improves the stability of the scheme. In the present
study, diffusion terms have been approximated by second-order
central differencing. For the advection terms, a hybrid scheme
employing a balance between upwinding and central differencing
has been used. A more accurate spatial differencing could have
been used but it was found that most higher-order schemes did not
satisfy the global conservation property. Very fine grids have been
used in the present simulations. Hence it was possible to reduce
the fraction of upwinding to 0.1, and yet eliminate spurious oscil-
lations associated with central differencing of the advection terms.
In addition, a very fine mesh has been used in the present simu-
lation in order to offset the local inaccuracy, if any.

When the flow is incompressible, the pressure and velocity are
to be solved simultaneously, since the pressure field has to be
compatible with the continuity equation. This has been imple-
mented by a two-step procedure, namely~a! a predictor step using
current values of pressure (pn) that is fully explicit and~b! a
corrector step in which the correction to velocity and pressure are
obtained by ensuring compatibility with the continuity equation.
An explicit second order in time, Adams-Bashforth differencing
scheme has been used for the time advancement of the convection
and diffusion terms. The complete numerical algorithm is summa-
rized below.

The momentum equation is written using as a space operator,g
containing the convection and diffusion terms as

]ui

]t
5g~ui ,uj !2

]p

]xi
(8)

Thus the predictor step for the time advancement takes the form

ui* 2ui
n

dt
5

3

2
g~ui ,uj !

n2
1

2
g~ui ,uj !

n212
]pn

]xi
(9)

This is followed by the corrector step

p852r 0

]ui*

]xi
Y F2dtH 1

~dx!2 1
1

~dy!2J G (10)

The final solution for velocity and pressure are given as

pn11←pn1p8 (11)

ui
n11←ui* 1

dt

dxi
p8 (12)

The corrector step is solved by point-wise Gauss-Seidel iterations
with r 0 as an over-relaxation factor to accelerate the pressure
correction process. A typical value ofr 0 used in all the simula-
tions is 1.8.

Computational Domain and Boundary Conditions
The physical problem considered is flow past a cylinder of

square cross-section, placed centrally in a channel. The computa-
tional domain for this geometry is presented in Fig. 1. The dimen-
sions of the channel areH58.0,B51.0, andL532.0. The cylin-
der is placed at a distance of 8.0 unit from the inlet. A uniform
mesh with sufficient cells has been used. The obstacle surfaces are
treated as no-slip boundaries. The free-slip boundary conditions
have been applied at the top and bottom surfaces. At the inlet, the
flow enters with a velocityu(y) and the prescribed turbulence

intensity (I 5Aui8
2/2/uav) at the inlet is set to 10 percent. For all

the computations, the eddy viscosity is specified asn t /n510 at
the inflow plane~Bosch and Rodi@14#!. The value of̂ e& is speci-
fied using the Eq.~7!. Wall function treatment has been used at all
the solid boundaries. During wall function treatment, the first grid
points from the wall have fallen in the range of 12<y1<60. Most
of the casesy1 value have been closer to 12. At the outlet, the
convective boundary condition due to Orlanski@18#! has been
used. This condition may be stated as

]c

]t
1uc

]c

]x
50

wherec can take the values ofui , k ande, anduc , the convective
velocity is the streamwise celerity of the vortices leaving the out-
flow plane.

The time-step used in the present simulation for the direct cal-
culation and for thek-e model is 4 percent of the time period of
vortex shedding. For the cases with inlet shear, the time-steps
have been same as those of the cases without shear. The time
steps have been kept constant. However, the time steps satisfy the
conditions necessary to prevent numerical instability. The condi-
tions concerning the numerical instabilities are determined from
the Courant-Friedrichs-Lewy~CFL! condition and the restriction
on the grid-Fourier numbers. Each cycle of vortex shedding took

Table 1 Model parameters

Cm Ce1 Ce2 sk se

0.09 1.44 1.92 1.0 1.3

Fig. 1 Two-dimensional channel flow with built-in obstacle
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about 100 minutes of CPU time on a DEC-Alpha machine having
a processor speed of 125 MHz and 32 MB RAM. The time-
averaged quantities have been obtained by integrating the instan-
taneous field over a long period of not less than 40 shedding
cycles, but without including the initial transients.

Spatial Grid Independence
In order to establish a grid independent solution for both direct

and model calculations, computations have been performed for
two different meshes with 4963122 and 332382 grids. The time-
averaged drag coefficient (CD) for the k-e model on a 4963122
grid was found to be 1.983. On a 332382 grid the value for the
k-e model was 1.935, a difference of less than 3 percent. Simi-
larly, the difference in mean drag between the two grids due to
direct calculation was found to be 6 percent. The rms values of the
lift coefficient during the calculations usingk-e model are 0.724
and 0.70 on the grid-meshes of 332382 and 4963122, respec-
tively. The time averaged drag coefficient for thek-e model on a
386398 grid was found to be 1.971. Hence all computational
results were obtained on the 332382 grid mesh for the both direct
~model-free! andk-e model computations.

Code Validation
The present code has been validated thoroughly with the pub-

lished results due to Lyn et al.@19#! in an earlier study~Saha et al.
@11#!. The time-averaged aerodynamic forces and Strouhal num-
ber show good match with the experiments and are shown in
Table 2. There are good agreements between the time-averaged
experimental flow fields and the present numerical results. The
kinetic energy distribution also reveal close comparison with the
experimental counterpart.

Results and Discussions
Flow past a square cylinder has been computed by solving two-

dimensional Navier-Stokes equations directly as well as usingk-e
turbulence model. The turbulence model has been used to account
for the contribution due to random fluctuations. It has been estab-
lished that the two-dimensional calculations for the flow past
square cylinder is doubtful beyond a Reynolds number of 175
~Saha@6#!. At the same time two-dimensional calculation can pre-
dict the engineering parameters closely if the proper turbulence
model is used to account for the random fluctuations~Saha@6#!.
Therefore, one of the aims of the present study is to quantify the
difference between the two sets of calculations, namely direct
~model-free! andk-e model calculations.

Comparison of Direct and k-e Model Calculations. The
differences in the results between the two calculations have been
presented using the time-averaged and instantaneous flow field.

Engineering Parameters.Table 2 shows the Strouhal number,
time-averaged and rms values of lift and drag coefficients for flow
past a square cylinder subject to uniform parallel flow at inlet. The
predicted vallue of the Strouhal number is higher for the case of
calculations with thek-e model and gives a closer estimation to
the experimental value of 0.132~Lyn et al. @19#!. The time-
averaged drag coefficient is lower in the case ofk-e model calcu-

lation. The rms fluctuations are greater in the direct calculation as
the k-e model calculation damps down the fluctuations owing to
excess diffusion.

Time-Averaged Flow Field. Figure 2 shows the time-averaged
streamwise velocity at two different locations, namelyx51.5 and
x52.5. The time-averaged quantities have been obtained by inte-
grating the instantaneous field over a long duration, with a mini-
mum of 20 shedding cycles. Figure 2 reveals that the recovery of
velocity is faster in case of direct calculation at both the locations.
The velocity deficit is more due tok-e model calculation. The
additional diffusion in the phase-averaged Navier-Stokes equa-
tions makes the shear layer elongated. The velocity recovery be-
comes slow due to this elongated shear layer which in turn affects
the entrainment across the transverse direction. The comparison of
the time-averaged streamwise velocity profiles due tok-e with the
experimental data of Lyn et al.@19# has already been presented by
Saha et al.@11#. The comparison is very good except very near the
obstacle surface.

Table 2 Comparison of engineering parameters for direct and
model calculations for a Reynolds number of 20,000

Type of
calculation St CD CL CD8 CL8 l r

Direct 0.122 2.41 0.063 0.116 1.729 1.28
Model 0.142 1.93 0.003 0.022 0.604 2.07

Lyn et al. @19#!
(Re521400)

0.132 2.05 - - - 1.38

Fig. 2 Comparison of time-averaged streamwise velocity pro-
files due to direct calculation and k-e model calculation at „a…
xÄ1.5 and „b… xÄ2.5, for a Reynolds number of 20,000
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The profiles of the transverse component of velocity in the
y-direction have been depicted in Fig. 3. It is interesting to note
that the entrainment due tok-e model and direct calculations show
opposite trend between the two locations, namelyx51.5 andx
52.5. The comparison of predicted time-averaged transverse ve-
locity profiles with the experimental results at different down-
stream locations has been accomplished by Saha et al.@11#. The
entrainment due to direct calculation decreases with the increased
downstream distance while it increases in case ofk-e model. The
extent of entrainment of fluid into the wake~for x>2.5! differs
between two simulations. The phase-averagedk-e model is con-
templated to capture, at least partly, the nuances of large scale
activities of a three-dimensional flow. The mean recovery length
for a three-dimensional simulation is more than that for a two-
dimensional case. Hence, the entrainment due to thek-e model
calculation is more~for x>2.5! than that of the direct two-
dimensional calculation. Furthermore, it can be stated that the
transverse entrainment increases initially with the increase in
streamwise direction up to a certain distance and then starts de-

creasing and goes to zero in the far downstream. The mean circu-
lation lengths for the direct and thek-e model calculations are
1.28 and 2.07, respectively. Therefore, at the locationx51.5, the
entrainment is more for the direct calculation due to the fact that it
reaches a very high value. On the contrary, the entrainment for the
k-e model calculation does not reach its peak at the same location
(x51.5) owing to the higher recirculation length. Similarly, atx
52.5, the entrainment is more for thek-e model as the location
(x52.5) is very close to the wake stagnation point~full length of
the recirculation bubble! due to thek-e model calculation. The
locationx52.5 is far behind the location of the wake stagnation
point due to the direct calculation and the entrainment due to the
direct calculation is eventually set on a decreasing trend. Figure 4
presents the centerline recovery of the streamwise component of
velocity. The direct calculation shows faster recovery and lower
back flow compared to thek-e model. However, there is negligible
difference in the recovered value of the streamwise velocity in
both the cases. The time-mean recirculation length in direct and
model calculations are found to be 1.28 and 2.07, respectively. In
one of the earlier investigations, Saha et al.@11# have shown that
the k-e model due to Kato-Launder@15# displays a reasonably
good centerline recovery of the streamwise component of velocity
when compared with the experimental values of Lyn et al.@19#
downstream of the obstacle.

The time-averaged vorticity contours have been shown in Fig.
5. Figures 5~a! and 5~b! clearly show that the shear layers due to
thek-e model elongate more in the streamwise direction compared
to that due to the direct calculation. Present contour plots have
striking similarity with those of Mittal and Balachandar@20#. Mit-
tal and Balachandar@20# have analyzed flow past a circular cyl-
inder. They showed that the shear layers due to three-dimensional
calculations elongated more in the streamwise direction as com-
pared to two-dimensional calculations. As we have mentioned
earlier, the phase-averagedk-e model is believed to capture some
aspects of large scale activities of three-dimensional simulation.
Hence, the present simulation is quite consistent. The longer shear
layer in the case ofk-e model calculation is caused by the higher
diffusion in the streamwise direction~Saha@4#!.

Instantaneous Flow Field. The instantaneous vorticity con-
tours for the two cases~Fig. 6! show similar pattern formation of
the Kármán vortex street. It is to be noted that the contour plots in
Fig. 6 have been plotted at the same phase, namely at an instant
when the local lifts are positive maximum. Figure 6~a! shows the
instantaneous vorticity contours due to the direct calculation. The
lift coefficient or any of the flow variables in the direct calculation
does not show constant periods over the cycles. In other words, it
can be said that the direct calculation suffers from phase jitter.
Therefore, phase-averaging of the flow field due to direct calcula-
tion at the phase of positive maximum lift has been carried out
over 20 cycles. Phase-averaging has been done to compare the
instantaneous and phase-averaged flow field. The phase-averaged

Fig. 3 Comparison of time-averaged transverse velocity pro-
files due to direct calculation and k-e model calculation at „a…
xÄ1.5 and „b… xÄ2.5, for a Reynolds number of 20,000

Fig. 4 Comparison of time-averaged streamwise velocity re-
covery due to direct calculation and k-e model calculation
along the centerline „yÄ0…, for a Reynolds number of 20,000
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vorticity contours have been presented in Fig. 6~b!. Comparison
of Figs. 6~a! and 6~b! reveal that the near-wake (x<3) shows no
significant changes whereas the intermediate- and far-wake have
been affected due to phase-averaging. The vortices in the wake
(x>3) smear out as a result of increased phase jitter with the
downstream direction. Figure 6~c! depicts the instantaneous vor-
ticity contours at the same phase due to thek-e model. The shear
layer in thek-e model is longer in the streamwise direction and
rolls up symmetrically from top and bottom of the square cylinder
over a cycle. The interesting point to be noted that the number of

detached vortices is more ink-e model than those in direct calcu-
lation. This particular phenomenon is in agreement to the higher
Strouhal number in the case ofk-e model calculation. It is to be
noted that the model calculation gives constant period over the
cycles for any variables and the instantaneous field itself is the
phase-averaged flow field. The decay rate of vortices with the
downstream distance is faster in the case of direct calculation as
compared to thek-e model. This particular feature is clear from
the Figs. 6~b! and 6~c!.

Effect of Shear on Vortex Dynamics. It has already been
shown that thek-e model performs better when two-dimensional
calculation is carried out at a higher Reynolds number for flow
past a square cylinder. Saha et al.@11# have shown that the KaLa
k-e model is a better choice among different variants of thek-e
model as far as the flow past a square cylinder is concerned.
Therefore, KaLa model has been used for the present model cal-
culations. Attempts have been made to show the effect of shear of
the incoming flow on the vortex dynamics in the present study.
The following part of the investigation is the study of flow past a
square cylinder with inlet shear. The KaLak-e model has been
used to study this objective. The aerodynamic forces, time-
averaged and instantaneous flow fields have been chosen to show
the effect of shear.

Engineering Parameters.Table 3 shows the effect of shear on
the aerodynamic forces and their rms fluctuations. Strouhal num-
ber has been found to decrease with the increase in shear param-
eter. However, the time-averaged drag coefficient shows that it
decreases up to a shear parameter ofK50.1875 and then in-
creases with the further increase in shear parameter. The time-
averaged lift and rms fluctuations of the aerodynamic forces in-
crease with the increase in shear parameter. The cylinder
experiences a positive lift as a consequence of sheared approach
velocity and the magnitude of which increases with the increase in
shear parameter. The possible reasons for the positive lift and its
increase with the increase in shear parameter are as follows. The
inlet shear influences the separated shear layers on either side of
the leading edge of the cylinder. The flow always separates at the
leading edge of the cylinder. For higher Reynolds numbers, the
recirculation regions elongate and the reattachment point moves
past the trailing edge over part of the shedding cycle~Robichaux
et al. @21#!. The broadening of wake is brought about by the
higher Reynolds numbers. The width of the wake region in the
transverse direction indicates the size of the shear layer. These
shear layers on top and bottom side of the cylinder are of different
sizes, if there is an imposed shear at the inflow plane. The shear
layer on higher free stream velocity side is larger than that on the
other side. This causes a pressure difference in the transverse
direction, and culminates in a positive lift. The increase in shear
increases this difference in pressure as the size of the shear layer
on higher free stream velocity side increases and the shear layer
on other side decreases.

Time-Averaged Flow Field. The time-averaged velocity field
during the flow past a square cylinder, exposed to uniform shear at
inlet, shows significant differences at higher shear parameters.
Figure 7 shows the time-averaged streamwise velocity profiles at
two different locations, namelyx51.5 andx52.5. Both the fig-
ures reveal that the velocity at the wake edges vary considerably
with the variation in shear parameters. The centreline velocity

Fig. 5 Time-averaged vorticity contours due to the „a… direct
calculation and „b… k-e model calculation, for a Reynolds num-
ber of 20,000

Fig. 6 „a… Instantaneous vorticity contours due to direct calcu-
lation, „b… phase-averaged vorticity contours due to direct cal-
culation and „c… instantaneous vorticity contours due to k-e
model calculation, for a Reynolds number of 20,000

Table 3 Effect of shear on Strouhal number and aerodynamic
forces for a Reynolds number of 20,000

K St CD CL CD8 CL8

0.0 0.142 1.93 0.003 0.022 0.604
0.125 0.140 1.90 0.055 0.043 0.606
0.1875 0.137 1.88 0.073 0.063 0.696
0.250 0.135 1.89 0.075 0.099 0.812
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does not show significant susceptibility to shear parameter. An-
other point to be noticed is that the wake centreline shifts towards
the lower free stream velocity side. The transverse offset of the
wake centreline from the cylinder center has been found to in-
crease with the increase in shear parameter. The same trend is
observed in the downstream direction. Figure 8 depicts the time-
averaged transverse velocity at the two locations. The entrainment
of fluid is more on the side of lower free stream velocity. The
entrainment increases with the increase in the downstream dis-
tance for lower value of shear parameters, namely forK50.0 and
0.125. However, the entrainment decreases with increasing down-
stream distance at a higher shear parameter (K50.25).

Instantaneous Flow Field. The effect of shear can be well
understood if the instantaneous flow field is compared and pro-
vides the explanation of the variations in the engineering param-
eters.

The instantaneous vorticity contours for the three shear param-
eters have been depicted in Fig. 9. Two distinct changes are seen

with the increasing shear parameter. In the first place, the number
of clockwise vortices~negative! decreases with the increase in
shear parameter which is in agreement with the decrease in shed-
ding frequency with the increasing shear parameter. The size of
the vortices also grows with the increase in shear parameter. The
second change is that the counterclockwise or positive vortices
decay faster with the increase in shear parameter and only nega-
tive or clockwise vortices prevail.

The instantaneous contours of turbulent kinetic energy reveal
total correlation with the instantaneous vorticity field~see Figs. 9
and 10!. Figure 10 depicts the instantaneous contour plots of tur-
bulent kinetic energy. The kinetic energy shows higher generation
where there is substantial shear in the flow field. It is interesting to
note that the flow with inlet shear shows less decay of the kinetic
energy with downstream distance as compared to the case of uni-
form flow.

Figure 11 presents the instantaneous dissipation contours at
three different shear parameters. The maximum value of dissipa-

Fig. 7 Time-averaged streamwise velocity profiles at different
locations for a Reynolds number of 20,000 and various shear
parameters: „a… xÄ1.5 and „b… xÄ2.5

Fig. 8 Time-averaged transverse velocity profiles at different
locations for a Reynolds number of 20,000 and various shear
parameters: „a… xÄ1.5 and „b… xÄ2.5
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tion decreases with the increasing shear parameters. This trend is
commensurate with the contour plots of turbulent kinetic energy.
However, the intermediate wake and the far wake region experi-
ence dissipation with the increases in shear parameter.

Conclusions
The flow past a square cylinder has been simulated using both

direct method andk-e turbulence model. The effect of shear at
inlet on the vortex dynamics has also been one of the aims of the
present study. The following conclusions have been drawn out of
the present study.

1 Significant differences in the terms of time-averaged flow
field and the instantaneous flow field have been observed between
the direct calculation and the calculation based onk-e model.

2 The time-averaged drag coefficient and rms fluctuations due
to direct calculation are higher as compared to their counterparts
due tok-e model, whereas Strouhal number is underpredicted by
the direct calculation.

3 The time-averaged drag coefficient decreases with the in-
crease in shear parameter up to a certain value but then it increase
with further increase in the shear parameter. However, the time-
averaged lift coefficient always increases with the increase in
shear parameter.

4 The rms values of the drag and lift coefficients increase with
increasing shear parameter. Strouhal number is found to decrease
with the increase in the shear parameter.

5 Under the influence of shear, the Ka´rmán vortex street
mainly consists of clockwise vortices whose decay is very slow
compared to the uniform flow condition.
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Nomenclature

B 5 obstacle width
CD 5 drag coefficient,D/(1/2ruav

2 B)
D 5 drag force on the square cylinder,(1P̃dy2(2P̃dy

CL 5 lift coefficient, L/(1/2ruav
2 B)

L 5 lift force on the square cylinder,(3P̃dx2(4P̃dx
CD8 5 RMS value of drag coefficient
CL8 5 RMS value of lift coefficient

Fig. 9 Instantaneous vorticity contours for a Reynolds num-
ber of 20,000 and different shear parameters: „a… KÄ0, „b… K
Ä0.125, and „c… KÄ0.25

Fig. 10 Instantaneous turbulent kinetic energy contours for a
Reynolds number of 20,000 and different shear parameters: „a…
KÄ0, „b… KÄ0.125, and „c… KÄ0.25

Fig. 11 Instantaneous turbulent dissipation contours for a
Reynolds number of 20,000 and different shear parameters: „a…
KÄ0, „b… KÄ0.125, and „c… KÄ0.25
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f 5 frequency of vortex shedding
G 5 transverse velocity gradient on the inflow plane
H 5 channel width
k 5 turbulent kinetic energy due to random fluctuations of

velocities
K 5 shear parameter
l r 5 mean recirculation length
p 5 static pressure
P̃ 5 pressure distribution on the square cylinder surface
r 0 5 relaxation factor
Re 5 Reynolds number,ruavB/m
S 5 strain parameter in Eq.~6!
St 5 Strouhal number,f B/uav
T 5 time period of oscillation, 1/f
t 5 time

u, v 5 streamwise and transverse components of velocity
ū,v̄ 5 time-averaged streamwise and transverse components

of velocity
uc 5 convective velocity at the outlet

ũ,ṽ 5 streamwise and transverse components of velocity
u8,v8 5 streamwise and transverse components of velocity

fluctuations
x, y 5 streamwise and transverse coordinates

e 5 dissipation of turbulent kinetic energy
m 5 dynamic viscosity of the fluid
n 5 kinematic viscosity of fluid

n t 5 eddy viscosity
r 5 density of the fluid
v 5 instantaneous vorticity of the flow field (]u/]y

2]v/]x)

Subscripts

1,2 5 forward and rear sides of the cylinder
3,4 5 top and bottom sides of the cylinder
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Velocity Measurements of Vortex
Breakdown in an Enclosed
Cylinder
Experimental measurements were carried out of three-component velocity fields inside a
cylindrical container. Flow was driven by the rotation of the top endwall disk. The
purpose of the precision laser-Doppler velocimetry measurements was to describe the
velocity characteristics pertinent to the vortex breakdown phenomenon. A turntable ex-
perimental apparatus was fabricated. Extensive laser-Doppler measurements, as well as
flow visualizations, were made for the aspect ratio 1.50 and 2.50, and the Reynolds
number ranges 0.993103–2.203103. The measured meridional velocities were found to
be consistent with the prior visualization studies. The characteristic changes in swirling
motions in the vicinity of vortex breakdown bubble are depicted. Detailed flow patterns
near the rotating disk are constructed by using the experimental data.
@DOI: 10.1115/1.1385834#

1 Introduction
Flow inside an enclosed cylindrical container, with one endwall

disk ~say, the top endwall in the present paper! rotating steadily
about the longitudinal axis, has served as a paradigmatic model to
study vortex breakdown phenomena. The other endwall disk and
the cylindrical sidewall are stationary. For convenience, a cylin-
drical coordinate frame (r ,u,z), with the corresponding velocity
components (u,v,w), is attached at the center of the bottom end-
wall. In general, the fluid close to the top endwall acquires angular
momentum and is propelled radially outward, and near the cylin-
drical sidewall the fluid flows downward. The swirling fluid
reaches the stationary bottom endwall disk and moves radially
inward along the bottom endwall. In the vicinity of the axis, the
swirling fluid flows upward toward the top endwall, thus com-
pletes the circuit in the meridional plane. This global three-
component flow picture has been documented~see, e.g., Pao
@1,2#!, and the overall flow pattern is characterized by two nondi-
mensional parameters, i.e., the Reynolds number Re[R2V/n and
the cylinder aspect ratio Ar[H/R, whereR, H, V, andn denote
the cylinder radius, the cylinder height, the angular velocity of the
top endwall and the kinematic viscosity of fluid, respectively.

It is important to note that, for a given Ar, as Re increases
beyond a certain threshold value Ret , the vortical flow along the
axis undergoes a dramatic change. This gives rise to axial stagna-
tion points with a closed stream surface, which is interpreted as
axisymmetric vortex breakdown. The distinctive features are the
emergence of separation bubble~s! on the axis, in which recircu-
lating flow regions are formed. This separation bubble should be
distinguished from the wall flow separation~Brown and Lopez
@3#!. These celebrated phenomena were succinctly captured by the
pioneering visualization studies of Escudier@4#. The occurrence
of vortex breakdown bubbles was charted in the Re-Ar parameter
space by Escudier’s visualizations~see Fig. 2!, and numerical ef-
forts were made to establish the qualitative validity of the above

regime diagram of Escudier~e.g., Lugt and Haussling@5#, Lugt
and Abboud@6#, Daube and Sorensen@7#, Lopez@8#, Brown and
Lopez @3#, Tsitverblit @9#, Lee and Hyun@10#!.

Offering a convincing explanation for the physical mechanism
of vortex breakdown, however, remains an elusive issue. Lugt
@11# summarized three major theories on the nature of vortex
breakdown: a kind of flow separation within a rotating fluid; a
consequence of instability; a process which depends on the exis-
tence of a critical state. However, no universally accepted theory
appears to prevail at this moment. As observed by Lopez@8#, a
precise description of swirling flows, equipped with improved the-
oretical tools, is needed for a more elucidating rationalization of
this complex and intriguing problem.

As remarked earlier, the classical visualization experiments of
Escudier@4# and Spohn et al.@12# yielded pictures of the meridi-
onal flows, which provided the bases to determine the formation
of breakdown bubble~s!. It is clear now that, in order to achieve an
enhanced level of understanding, comprehensive and accurate ve-
locity data are essential to supplement the visualized meridional
flow structure. The purpose of the present endeavor is to supply
such quantitative experimental data of the three-component flow
field by employing the laser-Doppler veolcimetry~LDV ! measure-
ment techniques. A survey reveals that full velocity data are not
available in the literature. It is anticipated that the present data,
which cover broad ranges of Re and Ar, will give baseline infor-
mation to be exploited by theoreticians as well as numerical mod-
elers. It is emphasized that, in the present experiments, the axial
and radial variations of swirling flow are portrayed in detail. In
addition to the LDV measurements, flow visualizations were per-
formed. The results of these exercises yield high-quality data on
meridional flows. The objective is to gain a depiction of three-
dimensional flows in the cylinder, which will be the key to a
proper documentation of vortex breakdown phenomenon.

It appears that full-scale numerical computations, for instance, a
direct numerical simulation approach, may prove to be effective in
analyzing these types of flow. A parallel effort is underway to
conduct such numerical exercises. The results of these numerical
endeavors will be reported in forthcoming publications.
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2 Experiment
A high-precision turntable apparatus was fabricated, which was

capable of encompassing extended ranges of Re and Ar. The ma-
jor components are two sets of rotating turntable-drive gears,
rotation-controllers, a closed cylinder and LDV system. A schema
of the experimental apparatus is shown in Fig. 1.

The power drive was connected to the motor by using a timing
belt. The maximum rotation rate was 1000 rpm, which far ex-
ceeded the limit used in Escudier’s original experiment@4#. The
rotation rate was regulated to an accuracy of 0.2 percent. An
angular-roll bearing unit was employed for the turntable axis to
suppress eccentric motions and vertical vibrations. A bearing set
of JIS P4 class, together with forced-circulation lubrication, was
used. An AC-servo motor, with a built-in rotary encoder, of 7.5
kW rating was deployed for power drive. These permit a precision
digital-control of the rotation rate.

A cylindrical container was mounted to the flange of the turn-
table. The material of the container was pyrexglass, and the inner
radius R571.3560.05 mm, and the thickness of the container
wall was 3.5 mm. The vertical location (z5H) of the top endwall
disk was variable, accurate to60.02 mm; the range of Ar in the
present experiment was 1.3;3.3. As is well understood, when the
interior fluid motions are viewed, the objects appear distorted due
to the lens effect of the curved cylindrical sidewall. To reduce this
effect, a square-shaped outer tank, made of 7.5 mm acrylic resin,
was installed, which surrounded the cylinder. The working fluid
used was a water-glycerin mixture~80 percent glycerin by
weight!. The refractive indices of 80 percent water-glycerin mix-
ture, water, pyreglass, and acrylic resin are 1.456, 1.474, 1.333,
and 1.492, respectively.

The dependence of kinematic viscosityn on temperature is ap-
preciable~approximately 5 percent per degree centigrade!; there-
fore, n was measured in strict accordance with the established
procedure~JIS Z8803!. In actual experimental runs, the working
fluid was poured into the cylinder. A constant-temperature water
~at 25.060.1°C! was forced to circulate inside the outer tank to
attain a thermal equilibrium between the interior working fluid
and the outer circulating water. The overall uncertainty in the
value of Re was less than61 percent.

For flow visualizations, fluorescein sodium was selected as dye.
In the preparation stage, a small amount of dye was mixed with
the working fluid. A tiny quantity of this dye-mixed working fluid
was injected into the main body of fluid in the cylinder through a
hole of 1 mm diameter at the center of the bottom endwall. The
injection was made by using a constant-volume pump~Tokyo

Rikakikai Co., MP-3!. The meridional plane of the cylinder is
illuminated by a sheet beam of about 1 mm width, which was
produced from the light of a slide projector. An auto-driven cam-
era photographed the visualized flow patterns. Also, the images
were monitored by two CCD cameras~Sony Co., XC-77RR!,
which were aligned perpendicular to and parallel to the rotation
axis. In particular, a zoom lens was attached to the CCD camera,
which enabled the identification of precise locations of stagnation
points and the size of vortex breakdown bubble.

The LDV ~TSI Inc., Model 9100 series! of two-beam one-
component system was employed. A 5-mW He-Ne laser with
632.8 nm lines was used. The diameter and length of the measur-
ing volume were 0.17 mm and 1.75 mm, respectively. The entire
LDV system was mounted on a traversing mechanism, positioned
with 0.01 mm resolution. To measure the velocities in the recir-
culation bubble~s!, the frequency shift was 100 kHz~Edwards
@13#, Liou et al.@14#!. To measure the swirl and radial velocities,
the plane including two beams of laser was oriented perpendicular
to the cylinder axis. For axial velocities, the plane was aligned
parallel to the axis. A small quantity of water-based paint was
introduced as light-scattering particles, with a nominal diameter of
1 mm. An FFT-type processor~KANOMAX Inc., Model 8007!
was used to process the Doppler signal. For typical runs, a total of
8192 data samples were assembled, and the arithmetic-mean ve-
locity was calculated. Depending on the location of the measuring
volume, typical data rates were 200–500 s21. It should be noted
that the refractive index difference has a subtle effect on the LDV
measuring volume. To consider the position changes of the laser
beams due to five layers of different refractive index, the crossing
point and the angle of two laser beams were measured by a CCD
camera. A personal computer, which was interfaced with a video-
capture board, calculated the precise position of the measuring
volume and the conversion into the velocity data. To estimate the
present procedure, a relatively stationary state (u50, v5rV, w
50) in a rotating cylindrical container at a constant angular ve-
locity V was examined by the LDV. Discrepancies between the
measured and theoretical swirl velocities were found to be within
63 percent except near the side wall of the cylindrical container.

Fig. 1 Schema of the overall experimental apparatus

Fig. 2 „Re-Ar … regime diagram of vortex breakdown. The solid
lines and dashed line represent the results of Escudier, and
symbols denote the present data. „Uncertainty in Ar: less than
Á0.5 percent; in Re: less than Á1 percent. …
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The mass-balance error from the direct integration of the mean
axial velocity profiles at axial stations was found to be within
64.7 percent.

3 Experimental Results
First, in an effort to establish the validity of the present experi-

mental setup, a series of experiments were conducted to verify the
~Re-Ar! regime diagram on vortex breakdown, as displayed in
Fig. 2. Clearly, the present results are in close agreement with the

original reports of Escudier@4#. In addition to the regime diagram
of Fig. 2, the vertical location of the lower stagnation pointh/H
was measured. The measured variation ofh/H as Re and Ar were
altered was highly consistent with the results of Escudier.

As ascertained explicitly in the original experiment of Escudier
@4#, the global flow pattern of present concern was found to be
highly axisymmetric. Thorough inspections of flow visualizations
were made, and the results were consistent with the basic assump-
tion of axisymmetry.

Fig. 3 Distributions of „a… axial velocity component w on the axis, „b… flow visualization and velocity vector plots in the
meridional plane and „c… contour plots of stream function c. ArÄ2.50 and ReÄ1.01Ã103. Contour values for c are c
Äcmax„iÕ10…3, iÄ0,1, . . . , 10, cmin „iÕ20…3, iÄ0,1, . . . , 20. „Uncertainty in each velocity component: less than Á3 percent. …

Fig. 4 Same as in Fig. 3. Ar Ä2.50 and ReÄ2.20Ã103. „Uncertainty: see Fig. 3 caption. …
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Fig. 5 Same as in Fig. 3. Ar Ä1.50 and ReÄ0.99Ã103. „Uncertainty: see Fig. 3 caption. …

Fig. 6 Same as in Fig. 3. Ar Ä1.50 and ReÄ1.29Ã103. „Uncertainty: see Fig. 3 caption. …

Fig. 7 Same as in Fig. 3. Ar Ä1.50 and ReÄ2.18Ã103. „Uncertainty: see Fig. 3 caption. …
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Detailed velocity measurements were carried out for two sets of
conditions:~1! Ar52.50, Re51.013103 and 2.203103; ~2! Ar
51.50, Re50.993103, 1.293103 and 2.183103. The laser mea-
surement points were at an interval ofz/H50.10 within the inte-
rior region 0.10%z/H%0.90. In the neighborhoods of the end-
walls, i.e., z/H%0.10 and z/H^0.90, the interval between
measurement points wasz/H50.02. To cover the radial and azi-
muthal variations, the laser arrangement was moved by means of
a traverse mechanism. In the vicinities of the axis and the side-
wall, measurements were made at an interval of 2.5 mm, and in
the interior region, the traverse interval was 5.0 mm.

Meridional Flow. It is advantageous to use the axisymmetric
stream functionc, which is defined asu51/r ]c/]z and w5
21/r •]c/]r . In actual computation,c was calculated by
c(r ,z)52* r 0

r rw(r ,z)dr1*Z0

Z ru(r 0 ,z)dz, where r 0 and z0 are

an arbitrary constant. In the course of data processing, when the
measuring points foru andw do not coincide, interpolations were
employed foru andw to obtainc.

Plots~a!, ~b!, and~c! of Figs. 3 and 4 show the results of laser
measurements of the meridional flows, together with the flow vi-
sualization pictures for Ar52.50. It is evident that the velocity
measurements are substantially consistent with the visualizations
in terms of the location and size of the vortex breakdown bubbles.
In the present visualizations, detailed structures of flow in the
corner areas are not clearly captured. The emphasis is placed on
depicting the behavior along the centerline. For Re51.013103

~see Fig. 3~a!!, the axial velocity at the axis is maximum near the
mid-height. Note that, at this combination of Re and Ar, no break-
down bubbles are seen. However, for Re52.203103 ~see Fig.
4~a!!, thew-velocity at the axis is largest near the bottom endwall,
and w at the axis cross the zero mark four times, indicating the
presence of two breakdown bubbles~see Fig. 4~c!!.

The flow behavior in the meridional plane is exemplified in
Figs. 5–7 for Ar51.50. When Re is slightly below the critical
value ~see Fig. 5 for Re50.993103!, no breakdown bubbles are
visible. At this particular parameter setting, the behavior ofw is
very close to the borderline of two flow regimes. Therefore, by
relying only on the present visualization pictures, no definitive
statement can be made as to the qualitative character of flow pat-
tern. Thew-velocity at the axis has a maximum close to the bot-
tom endwall. Thez-variation of thew-velocity at the axis is ap-
preciable. As Re increases beyond the critical value~see Fig. 6 for
Re51.293103!, a single bubble is noticeable, which is discernible
in the zero-crossings ofw at the axis. As can be inferred from the
regime diagram of Fig. 2, for Ar51.50, when Re is larger than
approximately 1.953103, no breakdown bubbles are seen, as
demonstrated in Fig. 7. Thew-velocity at the axis is generally
very weak, and in much of the vertical region away from the
bottom endwall~sayz/H^0.3!, w is largely uniform with height.
The axial gradient ofw at the axis,]w/]zur→0 , provides useful
information on the qualitative behavior ofu. The continuity equa-
tion near the axis can be rewritten as]w/]zur→0521/r
•](ru)/]r ur→0 . In the region in which ]w/]zur→0.0,
](ru)/]r ur→0,0. In view of the fact thatu→0 as r→0, the
above relation implies the flow is directed radially-inward in the
neighborhood of the axis. It follows that, if]w/]zur→0,0, the
flow is radially-outward. These observations are in accord with
the measurement data of Figs. 3–7.

Azimuthal Flow. Figure 8 illustrates the radial profiles of
azimuthal velocityv/VR at selected vertical levels for Ar52.50
and 1.50. Furthermore, based on the compilations of measured
v-data, contour plots of circulationrv/VR2, in the entire cylinder
are constructed in Fig. 9. Comparison of Figs. 9~a! and 9~c! re-
veals the effect of Ar on the azimuthal flow patterns at a similar
value of Re(61000). In the case of Ar52.50 ~see Fig. 9~a!!, no
distinctive boundary layer is seen on the stationary bottom end-

wall. On the contrary, for Ar51.50 ~see Fig. 9~d!!, the existence
of boundary layer on the bottom endwall is apparent.

Cross-comparisons of Figs. 9~b!, 9~d! and the meridional-flow
plots of Figs. 3–7 disclose that, in the lower zone of the stagna-
tion point, large radial gradients ofv are visible. This points to the
presence of strong azimuthal velocities. Also, in this area, appre-
ciable radial gradients of meridional flows are in evidence. Above
the bubble, the gradients ofv are substantially smaller than in the
lower zone. These are characteristic of vortex breakdown in other
flow geometries~e.g., delta wing, swirling flow in a pipe!. The
present results are in support of the contention that a strong swirl-
ing motion undergoes the aforesaid characteristic changes from
the lower region, and through the breakdown bubble, and to the
above region.

It is stressed that the experimental data ofv have not been
available in the literature. The present measurements ofv, dis-
played in Fig. 9, are in broad agreement with the numerical com-
putational results of Lopez@8#.

Fig. 8 Radial profiles of azimuthal velocity component v ÕVR at
selected vertical levels. „a… ArÄ2.50 and ReÄ1.01Ã103, „b… Ar
Ä2.50 and ReÄ2.20Ã103, „c… ArÄ1.50 and ReÄ0.99Ã103 and
„d… ArÄ1.50 and ReÄ1.29Ã103. „Uncertainty in v ÕVR: less than
Á3 percent. …
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Flow Near the Rotating Disk. Of interest are the measure-
ment data near the rotating top endwall,z/H^0.9. The velocity
structure close to the finite shrouded rotating disk is now delin-
eated. It should be pointed out that a similarity solution was given
by von Karman@15# for an infinite disk rotating steadily in an
infinite expanse of fluid at rest.

Figures 10–12, respectively, describe the azimuthal (v), radial
~u!, and axial~w! velocity profiles as obtained by the present LDV
measurements. Thev-velocity is generally proportional to the ra-
dial distancer, with the exception of the near-sidewall region. In
the bulk of interior, the degree of departure ofv-profile from that
of similarity solution depends on the precise axial location. The
present results indicate that in the central axis region, the similar-
ity solution provides an adequate approximation to the
v-structure. The observations on theu- and v-profiles lead to
similar conclusions. The sidewall effect is noticeable in the region
r /R^0.8.

4 Concluding Remarks
The aim has been to present the results of accurate LDV mea-

surements of three-component velocity field.

Fig. 10 Radial profiles of azimuthal velocity component v ÕVR
near the rotating disk. „a… ArÄ2.50 and ReÄ1.01Ã103, „b… Ar
Ä2.50 and ReÄ2.20Ã103, „c… ArÄ1.50 and ReÄ0.99Ã103, and
„d… ArÄ1.50 and ReÄ1.29Ã103 and „e… ArÄ1.50 and ReÄ2.18
Ã103. Similarity solutions are shown in dashed lines. „Uncer-
tainty in v ÕVR: less than Á3 percent. …

Fig. 9 Contour plots of circulation „rv ÕVR2
…. „a… ArÄ2.50 and

ReÄ1.01Ã103, „b… ArÄ2.50 and ReÄ2.20Ã103, „c… ArÄ1.50 and
ReÄ0.99Ã103 and „d… ArÄ1.50 and ReÄ1.29Ã103. „Uncertainty
in rv ÕVR2: less than Á3 percent. …
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Fig. 11 Radial profiles of radial velocity component u ÕVR near
the rotating disk. The values of Ar and Re are the same as in
Fig. 10. Similarity solutions are shown in dashed lines. „Uncer-
tainty in u ÕVR: less than Á3 percent. …

Fig. 12 Radial profiles of axiall velocity component w ÕVR near
the rotating disk. The values of Ar and Re are the same as in
Fig. 10. „Uncertainty in w ÕVR: less than Á3 percent. …
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The meridional velocity vector plots and stream functions,
which were secured by using the velocity data, were highly con-
sistent with the flow visualizations in terms of the position and
size of breakdown bubbles. The overall structure of the sidewall
boundary layer in the meridional plane is found to be qualitatively
similar as Re varies. The thickness of the sidewall boundary layer
is principally a function of Re and less of Ar. The structure of the
sidewall boundary layer has not been explicitly discussed in the
present text. The depictions of the sidewall layer call for a sub-
stantial research effort. Programs are being undertaken to secure
pertinent data for this challenging problem.

Meaningful interpretations of flow features may be aided by
introducing the parameter Re/Ret . As Re/Ret increases, the loca-
tion of free shear layer in the meridional plane moves closer to the
sidewall. Also, with increasing Re/Ret , in the lower region of the
breakdown bubble, the radial gradients of the swirl angle become
large in the central axis region.
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Optimal Feedback Control of
Vortex Shedding Using Proper
Orthogonal Decomposition
Models
This paper treats the question of control of two-dimensional incompressible, unsteady
wake flow behind a circular cylinder at Reynolds number Re5100. Two finite-
dimensional lower order models based on proper orthogonal decomposition (POD) are
considered for the control system design. Control action is achieved via cylinder rotation.
Linear optimal control theory is used for obtaining stabilizing feedback control systems.
An expression for the region of stability of the system is derived. Simulation results for
18-mode POD models obtained using the control function and penalty methods are pre-
sented. These results show that in the closed-loop system mode amplitudes asymptotically
converge to the chosen equilibrium state for each flow model for large perturbations in
the initial states. @DOI: 10.1115/1.1385513#

I Introduction
Feedback control of fluid flows is a problem of considerable

importance and currently is an active field of research. However,
despite significant progress in control theory, the control of fluid
flow remains unresolved. The difficulty lies in the inherent non-
linearity of the Navier-Stokes equations which govern the flow
dynamics. General studies of the optimal control of viscous in-
compressible flows have been made@1–5#. Considerable experi-
mental research has been also done to address the flow control
problem@6–11#.

To avoid the complexity of infinite-dimensional flow dynamics,
finite dimensional approximate models are often obtained. These
approximate models are still of large order which create numerical
difficulties for control system design. As such, low order models
which capture essential flow dynamics and reduce computational
burden are of practical value.

Proper orthogonal decomposition~POD! ~which is also known
as the Karhunen-Loeve decomposition@12,13#! provides a reduc-
tion method which can be used to obtain low dimensional models
of distributed parameter systems. The advantage of low order
POD models is that the well-developed control theory for finite
dimensional systems can be applied for flow control design. How-
ever, it must be noted that any POD model is only an approxima-
tion of the Navier-Stokes equations. As such, the success of de-
sign using POD models rests on their ability to capture the
dynamics of Navier-Stokes equations closely.

Recently, the POD method has been used to derive low order
flow models for various applications@14–18#. Graham et al.
@19,20# have considered the development of POD models for flow
past a circular cylinder and designed a control system for amelio-
rating the effect of vortex shedding. This approach requires the
iterative solution of the associated two-point boundary value prob-
lem. These results show the usefulness of POD models for the
analysis and design. However, further research in closing the gap
between the POD model and Navier-Stokes equations remains to
be done.

In this paper, control of a two-dimensional flow past a circular
cylinder is considered. The POD models derived by Graham et al.

@19,20# using the control function and penalty methods are used
for the design of feedback control systems. Linear optimal control
theory is used for the design of control laws. In the closed-loop
system, asymptotic regulation of the mode amplitudes to the cho-
sen equilibrium state is accomplished. An analytical expression
for the region of stability is also obtained. For the synthesis of the
control systems, it is assumed that all the mode amplitudes are
available for feedback. An estimate of state variables can be ob-
tained by constructing an observer; however the design of an ob-
server is not treated here. Simulation results for 18-mode nonlin-
ear POD models are obtained which show that in the closed-loop
system mode amplitudes asymptotically converge to the chosen
equilibrium point by rotating the cylinder appropriately.

The organization of the paper is as follows. The models of the
flow dynamics are given in Section II. Section III presents the
design of controllers. A region of stability is derived in Section
IV, and simulation results are given in Section V.

II Mathematical Model: Flow Past A Cylinder
Two-dimensional, incompressible flow of a fluid with densityr

past a circular cylinder of diameterDc ~Fig. 1! is governed by the
Navier-Stokes and continuity equations. In nondimensional form,
these are described by

]u/]t1~u"¹!u52¹p1~1/Re!¹2u (1)

¹"u50 (2)

where the velocityu5(u1 ,u2) has been nondimensionalized by
the inflow velocityU, the pressurep by therU2, time byDc /U,
and spatial variables byDc . The Reynolds number Re is defined
as Re5rUDc /m, wherem is the fluid’s dynamic viscosity.

The boundary conditions are@19,20#

~u1 ,u2!5~1,0!,~x,y!PG1

]u1 /]y50,u250,~x,y!PG2 ,G4 (3)
p50,~x,y!PG3

~u1 ,u2!5~2gy,gx!,~x,y!PGc

whereg is the angular velocity of the cylinder which is the control
input variable. The assumption that the pressure is zero onG3 is
reasonable, provided that this boundary is placed at a sufficient
distance downstream of the cylinder. Indeed, the flow solution of
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Graham et al.@19,20# for the model under consideration at Rey-
nolds number 100 show vortex street behind the cylinder, and no
spurious reflections from downstream boundary appear. Thus the
boundary condition given in Eq.~3! is acceptable.

In this study, low order finite dimensional models derived by
Graham et al.@19,20# using proper orthogonal decomposition are
considered. Readers may refer to@19,20# for the details of deriva-
tion and the numerical results obtained using POD models. Au-
thors first solved Eqs.~1! and ~2! by discretization in time via a
three step projection method@21# and in space using a Galerkin
finite element approximation@22#, and used the computed flow
field to obtain POD basis functions by solving an eigenvalue prob-
lem. They used these POD modes to obtain a finite dimensional
models via Galerkin projection of the Navier-Stokes equations.
Now these two models of Graham et al.@19,20# obtained using
the control function and penalty methods are briefly described.

A1 Control Function Method „Model I …. For the control
function method, one expands the velocity as

u~x,y,t !5um~x,y!1g~ t !Fc~x,y!1(
i 51

N

qi~ t !F i~x,y! (4)

where N is the number of modes chosen for approximation,
um(x,y) is the mean velocity,qi(t) is the mode amplitude,
F i(x,y) is theith basis function which is obtained using the POD
approach, andFc(x,y) is a suitable divergence-free control func-
tion. The basis functionsF i(x,y) have zero velocity on the cyl-
inder surface. In Eq.~4!, the control functionFc(x,y) has been
introduced to satisfy the inhomogenous boundary condition on the
surface of the cylinder.

Then substituting~4! in the Navier-Stokes equation Eq.~1! and
using Galerkin projection, one obtains

q̇i5ai1(
j 51

N

bi j qj1(
j 51

N

(
k51

N

ci jkqjqk1di ġ

1S ei1(
j 51

N

f i j qj D g1gig
2 (5)

whereai , bi j , ci jk , di , ei , f i j , andgi are constant parameters.

A2 Penalty Method „Model II …. In this approach, the ve-
locity is expanded in a series form as

u~x,y,t !5um~x,y!)1(
i 51

N

qi~ t !F i~x,y! (6)

Since the basis functionsF i have nonzero velocity on the cylinder
surface, there is need for the boundary condition to be enforced

via the penalty method. For enforcing the essential boundary con-
dition in an integral, ‘‘weak’’ fashion, the velocity on the cylinder
surface is taken to be

u5g~Dc/2!êu2e]u/]n (7)

wheree is a small parameter andêu is the unit tangent vector.
Then performing Galerkin projection, one obtains the set of

differential equations describing the evolution of mode amplitudes
given by

q̇i5ai1(
j 51

N

bi j qj1(
j 51

N

(
k51

N

ci jkqjqk1dig (8)

Note that these parametersai , bi j , ci jk , anddi differ from those
used in Eq.~5!.

It is seen that the control function method yields state equations
which depend on the angular accelerationġ, but the equation
derived using the penalty method does not containġ. As such,
one must treatġ as the control input variable andg as a state
component for the purpose of control system design using model
I. For the design of a controller, one can treatg as the control
input for model II. Of course one can introduce the angular accel-
eration as a control variable even for model II by introducingg as
an additional state variable.

The equilibrium point of the uncontrolled system is obtained by
solving the set of equations obtained from Eq.~5! or Eq. ~8! by
settingg50 andq̇50. For the nonlinear model there are multiple
equilibrium points which may be asymptotically stable or un-
stable. Furthermore, this system exhibits periodic solutions as
well. In view of the velocity expansions given in Eqs.~4! and~6!,
one observes that by controlling the mode amplitudes one can
modify the velocity field in the span of the basis functions
~modes!. For avoiding flow separation in the neighborhood of a
point on the surface of the cylinder, one may like to controlqi
( i 51, . . . ,N) such that]uu /]n.0 at the selected point. In gen-
eral, a large order POD model may not be controllable with few
control inputs. In such a case one may simply like to suppress the
wake unsteadiness caused by the dominant modes as much as
possible.

In this study, we shall be interested in regulating the state vec-
tor to an equilibrium point. For this purpose, a linearized model of
each nonlinear flow model is obtained, and using linear quadratic
optimal control theory stabilizing control systems for both models
are designed.

III Control Law Design
In this section, first an optimal control system for the model I

obtained using the control function method is designed. Define
q5(q1 , . . . ,qN)TPRN, the vector of mode amplitudes anduc
5ġ ~T denotes matrix transposition!. Then a state variable repre-
sentation of Eq.~5! can be written in a compact form as

S q̇
ġ D5S A1Bq1~qTC1

Tq, . . . ,qTCN
Tq!T1~E1Fq!g1Gg2

0 D
1S D

1 Duc (9)

whereA5(a1 , . . . ,aN)T; B and F are matrices whose elements
in the ith row and jth column arebi j and f i j , respectively;D
5(d1 , . . . ,dN)T is part of the input matrix,Ci has its j 2kth
elementci jk ; E5(e1 , . . . ,eN)T; andG5(g1 , . . . ,gN)T.

Let q* be an equilibrium point of the unforced system Eq.~9!
with g50. Thenq* is a solution of

A1Bq* 1@q* TC1
Tq* , . . . ,q* TCN

Tq* #T50

Linearizing the system~9! about the equilibrium pointqa*
5(q* T,0)TPRN11 gives

Fig. 1 Simulation domain for flow past circular cylinder „diam-
eter of cylinder Ä1; upstream and downstream boundaries from
center of cylinder Ä10, 15; width Ä20…
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q8 a5S B1C* E1Fq*

0 0 D q̃a1S D

1 D uc8Aaq̃a1Dauc (10)

where q̃a5((q2q* )T,g)TPRN11 denotes the deviation of the
stateqa5(qT,g)T from the equilibrium pointqa* , 0 denotes null
matrices of appropriate dimensions, matricesAa and Da are de-
fined in Eq.~10!, and theN3N matrix C* is given by

C* 5S q* T~C11C1
T!

]

q* T~CN1CN
T !
D

Since we are interested in regulating the vectorqa to qa* , con-
sider a performance index for minimization of the form

J5E
0

`

~ q̃a
TQq̃a1Ruc

2!dt (11)

whereQ is a positive definite symmetric weighting matrix andR
is a positive real number. It is assumed that the matrix pair
(Aa ,Da) is controllable, that is, the rank of the controllability
matrix (Da ,AaDa , . . . ,Aa

NDa) is N11, the dimension of the
state space. Then the optimal control law@23#

uc52R21Da
TSq̃a82Kq̃a (12)

exists whereS is the positive definite symmetric matrix which is
the solution of the matrix Riccati equation@23#

SAa1Aa
TS2SDaR21Da

TS1Q50 (13)

Then the closed-loop matrixAc5(Aa2DaK) is a Hurwitz matrix.
The weighting matrixQ andR are chosen properly to obtain de-
sirable response characteristics of the mode amplitudes.

The optimal feedback control law for the model II is similarly
designed. If one introducesg as an additional state variable, the
design procedure used for model I can be exactly followed. How-
ever, one may as well treatg as the control inputuc and consider
the linearized system

q85~B1C* !q̃1Duc (14)

for design. In this case the feedback law takes the form

uc5g52Kq̃ (15)

Here we have considered two state space models of the flow
dynamics. To this end, one may like to explore the equivalence of
these two state space representations. For this we must first intro-
duce an additional state variableg for the flow model II, and
include ġ5uc in Eq. ~5!. In general, it seems rather difficult to
find a nonlinear state transformation between the two nonlinear
models. But then it is of interest to examine similarity at least
locally in neighborhoods of certain equilibrium points of the two
models. If there exists a similarity transformation for the linear-
ized models, their local stability behavior must be topologically
similar. The two linearized models considered in Section V are
controllable. If any similarity transformationTr for the linearized
model exists then one must haveqa25Trqa1 , and system matri-
ces must satisfyAa25TrAa1Tr

21, and Da25TrDa1 , whereqai ,
Aai , and Dai denote the state vectors and the system matrices
(Aa ,Da) of the two models (i 5I ,II ). The matrixAa2 of model II
is obtained by replacingE1Fq* by D, andDa by (0,1)T in Eq.
~10!. Furthermore, their controllability matrices must be related as
M25TrM1 , where M1 , M2 are the controllability matrices of
model I and II, respectively@24#. Thus the required matrixTr is
M2M1

21. In the neighborhood of the chosen equilibrium points of
Section V, the systems are not equivalent. Thus the question re-
mains: Are there other equilibrium points for which state equiva-
lence can be established? One may yet like to explore a measure
of closeness of the two models if they are not locally equivalent.
Answers to these questions are important but are considered be-
yond the scope of this paper.

IV Region of Stability
The design has been performed using linear optimal control

theory. Therefore, this control system guarantees only local
asymptotic stability of the equilibrium pointqa* of the nonlinear
model. However, a conservative region of stability can be ob-
tained using the Lyapunov approach@25#. In the following, the
derivation of a region of stability for the model I is considered.
One can similarly derive a region of stability for the model II.

Fig. 2 Open-loop response of Model I: „2a… Amplitude „mode 1 …; „2b… ampli-
tude „mode 2 …; „2c… amplitude phase plot „mode 3, mode 4 …; „2d… norm of
mode amplitudes
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Substituting q5q* 1q̃ in the closed-loop system including
model I and the control law Eq.~12! and simplifying the equation
gives

q8 a5Acq̃a1@ q̃a
TL1

Tq̃a , . . . ,q̃a
TLN

Tq̃a,0#T (16)

where Ac5(Aa2DaK) and the N113N11 matrices Li ( i
51, . . . ,N) are given by

Li5S Ci Fi
T/2

Fi /2 gi
D

Here Fi denotes theith row of the matrixFi . Since the closed-
loop system matrixAc is Hurwitz, there exists a positive definite
matrix P which is the unique solution of the Lyapunov equation
@25#

PAc1Ac
TP52W (17)

whereW is any positive definite symmetric matrix. Now for ob-
taining a region of stability, consider a quadratic positive definite
Lyapunov function@25#

V5q̃a
TPq̃a (18)

Fig. 3 Closed-loop control „Model I …: „3a… Amplitude mode 1 to 3 „solid;
" " " ; …; „3b… amplitude mode 4 to 6 „solid; " " " ; …;

„3c… amplitude mode 7 to 9 „solid; " " " ; …; „3d… amplitude mode
10 to 12 „solid; " " " ; …; „3e… amplitude mode 13 to 15 „solid;
" " " ; …; „3f… amplitude mode 16 to 18 „solid; " " " ; …;

„3g… norm of mode amplitudes; „3h… angular velocity and control input „solid;
…
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Its derivative along the trajectory of the system Eq.~16! is given
by

V̇5q̃a
T@PAc1Ac

TP#q̃a12q̃a
TP@ q̃a

TL1
Tq̃a , . . . ,q̃a

TLN
Tq̃a,0#T

(19)

Using Eq.~19!, one has

V̇<2q̃a
TWq̃a1i q̃aiiPiF(

i 51

N

$q̃a
T~Li1Li

T!q̃a%
2G 1/2

<2lmin~W!i q̃ai21lmax~P!F(
i 51

N

lmax
2 ~Li1Li

T!G 1/2

i q̃ai3

(20)

In view of Eq. ~20!, it follows that V̇,0 if

i q̃ai,
lmin~W!

lmax~P!@( i 51
N lmax

2 ~Li1Li
T!#1/25m* (21)

Define an ellipsoidEr,RN11 by

Er5$q̃aPRN11:i q̃a
TPq̃ai5r % (22)

and the ballBr5$q̃aPRN11:i q̃ai5r %. It is easily seen that the
largest ellipsoid contained in the ballBm* is Er* where r *
5lmin(P)m*2, and this ellipsoid encloses any ball of radius

k* ,$lmin~P!/lmax~P!%1/2m* (23)

Then any trajectory beginning inBk* cannot escape the setEr*
since inEr* one hasV̇<0. Then it follows from the Lyapunov
stability theory that the trajectory asymptotically converges to the
origin q̃a50, andBk* lies in the region of stability@25#.

V Simulation Results
In this section simulation results for the two flow models at

Reynolds number Re5100 are presented. The numerical values of
system parameters~Eqs. ~5! and ~8!! obtained by Graham et al.
@19,20# are used for obtaining responses. Graham et al.@19,20#
obtained solutions of Eqs.~1! and ~2! when the cylinder had im-
posed oscillatory motion of varying frequency as well resulting in

adequate excitation of modes, and selected snapshots for con-
structing the basis functions. Interestingly, authors found that 18
basis functions capture around 97 percent of the snapshot energy.
Readers may refer to Graham et al.@19,20# which provide details
of approximation results using the POD models. Here we consider
18th order models~Eqs.~5! and~8!! for the design of the optimal
control law and simulation using MATLAB and Simulink soft-
ware. First the flow model obtained using the control function
method is considered.

A1 Stabilization of Flow Model I. The open-loop flow
model is simulated. A variety of responses are obtained which
depend on the initial conditions. For the initial conditionqi(0)
50.1 (i 51, . . .,18) close to the origin andg~0!50, responses are
shown in Fig. 2. A bounded oscillatory but slowly diverging re-
sponse for each mode is observed.

With the objective of suppressing the unsteady wake, an equi-
librium point close to the origin (q50) is considered. A perturbed
initial state away from the equilibrium point is assumed for which
the norm of the mode amplitudes isiq(0)i58.42, but at the equi-
librium point, one hasiq* i50.62. This gives a relatively large
perturbation in the mode amplitudes from the chosen equilibrium
value. This initial state differs from that of Fig. 2. Note that the
linearized model about the equilibrium point has two unstable
complex poles (0.005210.6601j ,0.005220.6601j ), and the re-
maining 8 pairs of poles associated with the modes are lightly
damped. For the purpose of regulating the trajectories to the equi-
librium point, the controller is designed using the weighting ma-
trix Q as 10I 19319 andR is set to 50, whereI denotes an identity
matrix of indicated dimension.

Selected responses for the nonlinear model I are shown in Fig.
3. It is seen that the mode amplitudes converge to the equilibrium
point in about 60 nondimensional time units. During the transient
period an oscillatory mode amplitude responses are observed. As
the trajectory tends to the equilibrium point, the angular velocity
and angular acceleration of the cylinder also converge to zero as
predicted.

A2 Stabilization of Flow Model II. The selected open-loop
mode amplitude responses of model II are shown in Fig. 4. For the

Fig. 4 Open-loop response of Model II: „4a… Amplitude „mode 1 …; „4b… am-
plitude „mode 2 …; „4c… amplitude phase plot „mode 5, mode 6 …; „4d… norm of
mode amplitudes
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chosen initial condition, periodic oscillatory responses in the
steady-state are observed.

Similar to model I, stabilization of the mode amplitudes about
an equilibrium point which is in the vicinity of the origin is con-
sidered. For simplicity it is assumed that the angular velocity in-
stead of the angular acceleration is the control input. For the cho-
sen equilibrium point, one hasiq* i51.17. For simulation, the
initial state is set to a value such thatiq(0)i58.22. This is a
relatively large perturbation in mode amplitudes. For the chosen
equilibrium point, the linearized open-loop model is unstable.

For suppressing the unsteady components of the mode ampli-
tudes, a feedbackK is obtained forQ54I 18318 and R530. Se-
lected responses are shown in Fig. 5. We observe convergence of

each mode amplitude response to the desired equilibrium value
following initial oscillations in the transient period. The response
time is of the order of about 60 nondimensional time units. Cyl-
inder rotation rate also tends to zero as the state reaches the equi-
librium point.

Extensive simulation for both models has been performed.
Faster responses are obtained by increasing the value of the
weighting matrixQ or reducing the parameterR, but this requires
larger control magnitude. It is found that the linear controller can
regulate the state from an even larger perturbed initial stateq(0),
however, this too requires a larger cylinder angular rate.

Low order POD models for design and simulation show good
responses. However, since the Navier-Stokes equations are of in-

Fig. 5 Closed-loop control „Model II …: „5a… Amplitude mode 1 to 3 „solid;
" " " ; …; „5b… amplitude mode 4 to 6 „solid; " " " ; …;

„5c… amplitude mode 7 to 9 „solid; " " " ; …; „5d… amplitude mode
10 to 12 „solid; " " " ; …; „5e… amplitude mode 13 to 15 „solid;
" " " ; …; „5f… amplitude mode 16 to 18 „solid; " " " ; …;

„5g… norm of mode amplitudes; „5h… angular velocity
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finite dimension, these finite dimensional models can only provide
an approximate solution. It is reasonable to expect that if the POD
modes are generated using sufficiently rich flow field by adequate
excitation of modes to capture most of the energy, a finite dimen-
sional model can be constructed which can predict the solution
with accuracy. Of course, there remains much research to be done
related to the choice of imposed excitation of the cylinder, selec-
tion of good snapshots which give POD modes, the dimension of
low-order models yielding better approximation capability, and
the spillover effect of designed controllers on the neglected un-
controlled modes. However, answers to these questions are be-
yond the scope of this paper, in which our focus is to demonstrate
ability to control vortex shedding using a simple rotation~one
input! of POD models of having a large number of state variables,
and examine the region of stability in the closedloop system.

VI Conclusions
Feedback control of unsteady flow past a circular cylinder was

considered. Two kinds of flow dynamics derived using the control
function and penalty methods were considered. Linear optimal
control theory was used for the derivation of feedback control
laws for the stabilization of the mode amplitudes. It was assumed
that all the mode amplitudes are derivable from measurements for
feedback. Simulation results were presented which showed that in
the closed-loop system asymptotic regulation of mode amplitudes
to the desired equilibrium state can be accomplished by judi-
ciously rotating the cylinder. Interestingly, the linear controller is
capable of suppressing large unsteady mode amplitude perturba-
tions in spite of the nonlinearity in the flow dynamics of the two
models.

While both models have somewhat qualitatively similar flow
dynamics, the control design for model II is relatively simple.
Model I includes nonlinear functions of the angular velocity, but
model II has only linear angular velocity dependent terms. In a
quantitative sense, it seems rather difficult to derive a state space
equivalence relationship for these two models, although it has
been shown numerically in the literature that these two models
give comparable flow dynamics. Further research is needed to
establish a connection between the two models in control system
design.

System theory provides several analysis and design tools for
finite dimensional systems which one can apply to POD models.
But any design using approximate POD models of Navier-Stokes
equations provides only an approximate control system. One can
design adaptive and robust control systems for flow control using
POD models which can compensate uncertainties and neglected
dynamics due to truncation of modes to a certain extent. However,
a question remains: How well the control system will perform
when Navier-Stokes equations are used for validation? It is hoped
that POD models of sufficient order capturing the most of the
energy of snapshots obtained by adequate excitation of the flow
dynamics can provide good controllers for controlling the flow.
Indeed even the suppression of dominant modes using POD mod-
els can provide good control of vortex shedding. It must be noted
that final success can be measured only by experimental results.
Further research is needed to examine the relative merits of two
~POD! models and to evaluate the performance of the designed
optimal controllers using Navier-Stokes equations for simulation.
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Dynamic Subgrid-Scale Modeling
for Large-Eddy Simulations
in Complex Topologies
The dynamic eddy-viscosity relationship is a suitable choice for modeling the subgrid-
scales (SGS) in a large-eddy simulation (LES) of complex turbulent flows in irregular
domains. This algebraic relationship is easy to implement and its dynamic coefficient will
give negligible turbulent viscosity contributions in the flow regions that are irrotational or
laminar. Its fine-scale turbulence predictions can be qualitatively reasonable if the local
grid resolution maintains the SGS field predominantly within the equilibrium range of
turbulent energy spectra. This performance is given herein by two curvilinear coordinate
forms of the dynamic Smagorinsky model that are formally derived and a-priori tested
using the resolved physics of the cylinder wake. The conservative form evaluates the
dynamic coefficient in the computational (transformed) space whereas its non-
conservative counterpart operates in the physical domain. Although both forms equally
captured the real normal SGS stress reasonably well, the real shear stress and dissipation
rates were severely under-predicted. Mixing the eddy-viscosity choice with a scale-
similarity model can ease this latter deficiency.@DOI: 10.1115/1.1374215#

1 Introduction
The large-eddy simulation~LES! methodology is now firmly

acknowledged by the general fluid dynamic community as a vi-
able means for numerically capturing the salient physics of com-
plex turbulent flows. This acceptance has recently sparked numer-
ous practical applications of the LES technique that have appeared
in various articles and conference proceedings. The methodology
itself rests on the fact that the larger energy-bearing structures are
resolved~computed! while the finer turbulent eddies are charac-
terized by a physics-based model. Demarcation between the re-
solved and modeled fields is distinct and formally instituted by a
spatial filter in the LES formulation. In practical applications,
however, this separation varies locally and is given by the respec-
tive grid spacing of the discretized domain. The spatial filter in
these cases is denoted as the grid filter. The corresponding turbu-
lence model represents those length scales lying beneath the grid’s
resolution, which must properly communicate with the finest local
scales of the resolved field. These subgrid-scales~SGS! typically
embody most of the equilibrium range of the turbulent energy
spectra and tend toward homogeneous and isotropic conditions.
Based on publisheda-priori testing~see for example O’Neil and
Meneveau@1#!, the SGS field should not extend beyond the iner-
tial subrange of the local turbulent energy spectra. This require-
ment insures satisfactory performance of the SGS model. Unfor-
tunately, maintaining this essential criterion during a LES
computation in a complex domain is a difficult task.

Formal derivation of a SGS model for practical topologies and
understanding its role in the predicted turbulence statistics re-
mains largely unknown. Ghosal and Moin@2# proved that the filter
operation does not commute with the differentiation when imple-
mented over variable grid spacing. Nonuniform filtering intro-
duces a second-order error into the LES solution that precludes
the use of high-order-accurate schemes. Beaudan and Moin@3#
applied a SGS model over nonuniform gridding and reported the
turbulent stress distributions at several radii downstream of a cir-
cular cylinder. They also showed reasonable circumferential dis-
tributions of the turbulent eddy viscosity within the cylinder near
wake. However, no formal treatment was given of the SGS model

derivation nor its global contributions relative to the resolved
stresses. Jordan and Ragab@4# later performed LES computations
of the circular cylinder wake using their curvilinear coordinate
form of the dynamic SGS model. They illustrated the significance
of the model’s contributions relative to the artificial dissipation
produced by an upwind scheme applied to the convective term of
the resolved field. After examining their model, Armenio and Pi-
omelli @5# questioned their contraction procedure for determining
the local dynamic coefficient in view of its rotational invariance in
the physical domain. Notably, neither of these near wake applica-
tions studied the dynamic model’s accuracy for representing the
real SGS stress field.

The present objective aims to formally derive a dynamic eddy-
viscosity SGS model for complex topologies and then illustrate its
narrow band fidelity relative to the inertial subrange of the turbu-
lent energy spectra. The concept of dynamic SGS modeling was
formally conceived by Germano et al.@6#. It is a welcomed im-
provement over Smagorinsky’s original eddy-viscosity model
~Smagorinsky @7#! where the constant coefficient was user-
defined. The improved model samples the spectral content of the
finest resolved scales to dynamically regulate its single coeffi-
cient. This procedure is well suited for practical LES applications
because the resultant SGS stress field correctly responds to the
instantaneous flow conditions. Negligible stress contributions are
sustained in the potential and laminar flow regimes of the flow
and the correct asymptotic behavior will take place near solid
walls bounding the turbulent regimes. The dynamic coefficient
will take on both positive and negative values that signify forward
scatter or backscatter in the turbulent energy spectra, respectively.
Piomelli et al. @8# first recognized this latter behavior in their
a-priori tests of a turbulent channel flow. Physically, backscatter
denotes the reversal of kinetic energy across the cut-off wavenum-
ber from the model to the finest resolved scales of the turbulent
field.

The present SGS model derivation orders the sequence of spa-
tial operations according to the procedure recommended by Jor-
dan @9#. Jordan demonstrated that the fundamental LES formula-
tion and discrete filter definition are both ill-conditioned if the
initial equation system is filtered before transformed~traditional
approach!. By reversing the operations, the filter definition is cor-
rectly oriented along the curvilinear lines and its operation com-
mutes with the differentiation in the transformed space~alternate
approach!. Like the resolved-field terms, the model’s Cartesian
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form also requires transformation to a curvilinear coordinate
framework for application over the boundary-fitted grid lines.
Evaluating the dynamic coefficient, in particular, formally in-
volves three spatial operations; two filters and a coordinate trans-
formation. Accordingly, starting with the Navier-Stokes~N-S!
equations the extended sequence of spatial operations to evaluate
the SGS model coefficient! proceeds as

N-S
~Cartesian!

⇒Transform⇒ N-S
~curvilinear!

⇒Filter
~grid!

⇒Filter
~test!

⇒Model Coefficient
~curvilinear!

The second filter tests the finest scales of the resolved field to
locally extract a representative dynamic coefficient for the model.
Depending on the final formulation, this explicit operation can
occur in either the physical domain or the transformed space.
Jordan@9# showed that box filtering in either the physical or trans-
formed space yields identical damping of the quantity’s spectral
components. But if the physical domain is chosen, one must rec-
ognize the inherent commutation error in the formulation due to
the nonuniform spacing.

The fully-resolved turbulent physics by direct numerical simu-
lation ~DNS! of the immediate wake of a circular cylinder will
serve herein as a testbed to evaluate the transformed forms of the
dynamic SGS model. This dataset is an excellent choice because
the real and model stresses can be directly compared over a broad-
band range of wavenumbers. In particular, the spatial resolution
emanating normally from the cylinder surface decays exponen-
tially with downstream distance. The Reynolds number~Re! of
the present dataset is 3900; based on the cylinder diameter. At this
Re, the inertial subrange in wavenumber space is broadband~ap-
proximately one-half of a decade! and consistent throughout the
far wake in Kolmorgorov units.

II Smagorinsky’s SGS Model: Curvilinear Coordinate
Formulation

As noted earlier, execution of the spatial filter dictates the re-
solved turbulent scales separate from the modeled ones. This spa-
tial operation should be instituted after the transformation phase to
acquire the proper SGS field for irregular topologies. The filter
itself is sensibly directed along the curvilinear lines where the
independent spatial variables are the curvilinear coordinates
~j,h,z!. In the physical domain, we assumed that the filter width is
synonymous with the grid’s resolution (D5Dg), which eliminates
a Leonard-type term in the final formulation. In the transformed
space, the filter width is unity.

Following the alternative approach, the conserved real~exact!
SGS stress field (s i

k) of an incompressible flow in the computa-
tional domain is defined as

s i
k5Ūkūi2Ukui (1)

where the grid-filtered contravariant velocity components
^Ū,V̄,W̄& are evaluated in terms of their physical velocities

^ū,v̄,w̄& by Ūk5Ag̃j̃xj

k ūj. The overbar denotes the grid-filter op-
eration and the tilde symbolizes implicit filtering of the metric
coefficients (j̃xj

k ) through their numerical approximation~see Jor-
dan @9#!. Because these coefficients are smooth quantities, they
have been removed from the grid-filter operation.

Transforming Smagorinsky’s eddy-viscosity relationship to the
curvilinear lines gives

Ag̃j̃xj

k t i j 21/3Ag̃j̃xj

k d i j t l l 52CD̄2uS̄uAg̃j̃xj

k S̄ij (2)

or in terms of the conserved contravariant densities.

s i
k21/3z̃ xj

k t l l 52CD̄2uS̄uS̄i
k (3)

where the coefficientC is considered as the model coefficient in
either space and the filtered metric term (z̃ xj

k ) transforms the trace
of the Cartesian stress tensor (t l l ). The turbulent eddy-viscosity
(vT) is defined as

vT5CD̄2uS̄u (4)

where the magnitude of the resolvable strain-rate tensor isuS̄u
5A2S̄ij S̄ij andD̄ is the respective grid-filter width. In the physical
domain,D̄ is defined in terms of the covariant metric tensors as
D̄5A6 g̃5A6 g̃11g̃22g̃33 for orthogonal grids.

III Dynamic Model Coefficient
Properly evaluating the dynamic model coefficient along the

curvilinear lines is a critical ingredient to the successful use of
Smagorinsky’s eddy-viscosity relationship for complex topolo-
gies. This aspect of the computation demands explicit filtering of
the resolved field by a correctly designed test filter. The derivation
must orient the test filter along the curvilinear lines and yield a
unique expression for determining the model coefficient in either
a conservative or nonconservative form. The pertinent form de-
pends on whether filtering is performed in the physical domain or
the transformed space. In the interest of brevity, the derivation
will center on a fully conservative formulation. However, this
section will close with a brief description of the nonconservative
form and its error-free application in the physical domain.

A. Conservative Form. The present derivation follows the
procedure developed by Germano et al.@6# for Cartesian coordi-
nate systems, but with the introduction of the contravariant veloci-
ties as well as special treatment given to the metric coefficients.
Keeping in mind that the metric coefficients are smooth variables,
test filtering the momentum equation according to the alternate
approach introduces a modified contravariant Reynolds stress and
a modified contravariant Leonard stress into the curvilinear for-
mulation that are defined as

Ti
k5Ukui2Ukui ~Reynolds stress! (5a)

L i
k5Ukui2Ūkūi ~Leonard stress! (5b)

The second overbar denotes the second filter operation (D% /D̄
>2). Note that both these stress tensors require test filtering the
Cartesian as well as the contravariant velocity components of the
resolved field in the transformed space. The Germano identity for
Cartesian coordinate systems has a similar form in the computa-
tional space

L i
k5Ti

k2s̄i
k (6)

where the single overbar shows test filtering the contravariant
SGS stress tensor. This identity clearly illustrates the contravari-
ant resolved stress tensor (L i

k) as representing those turbulent
scales lying between the grid and test filter operations in the com-
putational domain. Assuming that the wavenumber cut-off from
the test filter still lies within the equilibrium range of the turbulent
energy spectra~scale-invariance!, the modified Reynolds stress
can also be expressed by an eddy-viscosity relationship as

Ti
k21Õ3z̃ xj

k T ll52CD2zSzSi
k (7)

with the same model coefficient as used for the SGS field. Fur-
thermore, assuming thatsi

k and Ti
k behave statistically scale-

similar, Eqs.~3! and ~7! can be substituted into the new identify
~Eq. ~6!!. If the model coefficient is then removed from the test
filter operation, the eddy-viscosity expression for the modified
Leonard stress in the transformed space becomes.

L i
k21/3z̃ xj

k L l l 52CD̄2Mi
k (8a)
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The contravariant model stress density (Mi
k) in this relationship is

defined as

Mi
kÄa2zSzSi

kÀzS̄zS̄i
k (8b)

with the filter width ratioa5D% /D̄. For moderate to high-Re tur-
bulent flows,Mi

k essentially models the instantaneous scales of
the inertial subrange that lie between the grid and test filters. This
tensor andLi

k are known resolvable quantities in Eq.~8a! with the
only unknown being the local coefficientC.

To find a unique expression for the model coefficient while
concurrently circumventing a singular evaluation, Lilly@10# ex-
ecuted a least-squares procedure that is equivalent to contracting
the Cartesian form of Eq.~8a! with Mi j . But by following Lilly’s
procedure in the computational space, one must be careful to in-
sure rotational invariance ofC in the physical domain as well.
This concern was ignored in the model coefficient definition given
by Jordan and Ragab@4#. The contraction should be performed
such that the contravariant error densityEi

k is defined with the
transformation metrices ofLi j andMi j not summed independently

Ei
k5Aḡ̃j̃xj

k L ij 21/3z̄̃ xj

k L l l 22CD̄2Ag̃j̃xj

k Mij (9)

Minimizing this error along the curvilinear lines using the least-
squares approach gives

C5
GkkLi j M i j

2D̄2GkkMmnMmn

5
Li

k
•Mi

k

2D̄2Mm
k
•Mm

k
(10)

whereGkk5¹jk
•¹jk. The second expression forC indicates the

inner product of the Cartesian tensor components ofL i
k and Mi

k

that are evaluated in the computational space. Note that while
Lilly minimized five independent relationships, 27 equations are
minimized in the generalized curvilinear coordinate framework
~i.e., E1

2ÞE2
1). We will see that although the modeled SGS field

retains the correct behavioral characteristics, the correlation be-
tween the contravariant real and model stresses degrades as com-
pared to their Cartesian analogue.

B. Nonconservative Form. The above sequence applied to a
nonconservative form of the LES equations differs primarily in
interpreting the result. One must realize that transforming the SGS
stress gradients after their numerical evaluation along the curvi-
linear lines implies filtering in the physical domain. Although the
metric coefficients can be uncoupled from the filtered transformed
quantity, the filter operation itself does not exactly commute with
the differentiation. For example, test filtering the conservative
SGS term can be easily reformulated to a nonconservative form

1

Ag̃

]s i
k

]jk
5 j̄̃xj

k
]t ij

]jk 5 j̃xj

k
]t̄ ij

]jk 1O~D!2 (11)

where t̄ijÄuiujÀuiuj. This form characterizes test-filteringt ij in
the physical domain with a nonuniform filter width as determined
locally by the grid spacing. The key point is that if the numerical
accuracy of the chosen differencing scheme~or filter kernel! is
second-order, explicit filtering in the physical domain will not
degrade the nonconservative results of the LES computation.
However, second-order approximation schemes commonly differ-
ence the cell flux vectors to insure conservation throughout the
physical domain. Thus, the nonconservative form not only nulli-
fies the accuracy gained by higher-order-accurate approximations,
but also violates a telescopic collapse of the SGS stress vectors
when summed over the entire discretized domain.

Given this perception, the Cartesian forms of Smagorinsky
eddy-viscosity model with Lilly’s dynamic evaluation of the re-
spective coefficient replace Eq.~3! and Eq.~10!, respectively, in
the nonconservative form of the governing LES equation system.

Note that the commutation error can be avoided in the model
coefficient expression by carefully test filtering its physical ele-
ments over nonuniform spacing. For example, the strain-rate
should be reformulated to a conservative framework and numeri-
cally approximated prior to test filtering. The approach differs
slightly from Lilly’s sequence, but circumvents the commutation
error by denoting the first-order derivatives as the test-filtered
quantities.

IV DNS Database for the SGS Model Evaluations
The resolved turbulent physics of the immediate wake of a

circular cylinder provide an excellent testbed fora-priori com-
parisons between the real and modeled SGS stress fields. Inas-
much as the wake can be resolved with variable grid spacing that
is normal to the cylinder surface and uniform spacing near the
wake centerline, the model’s performance is easily explored over
a broadband range of wave numbers. The upper limit depicts the
finest dissipation scales as found in the vortex formation region
while the energy range cut-off can be easily established many
diameters downstream in the vortex street.

A suitable DNS computation of this canonical flow was de-
scribed in detail by Jordan@9# at a subcritical Reynolds number of
3400; based on the cylinder diameter~D!. The impetus for con-
structing his DNS dataset was to study several filtering schemes
and the relative importance of the Leonard term in the resolved-
field component of the LES formulation in curvilinear coordi-
nates. Since the wake physics are statistically self-similar beyond
closure of the mean vortex formation region~;1.5 diameters
downstream!, Jordan truncated the vortex exit boundary at 12 di-
ameters. To insure numerical stability in the coarse grid regions
~near the vortex exit boundary! and inhibit aliasing within the
finely resolved formation region, the convective terms were dif-
ferenced using a third-order-accurate upwind scheme~j, h lines!.
In the spanwise direction~z or z lines!, these terms were approxi-
mated for a fourth-order compact scheme where the turbulent
physics were assumed to be homogeneous and periodic. The dif-
fusion terms in all directions were differenced by a three-point
conservative scheme thereby giving second-order spatial accuracy
to the overall DNS solution. Further details of the computational
procedure as well as the grid generation and flow boundary con-
ditions can be found in Jordan@9# and Jordan and Ragab@11#.

The present DNS dataset mimics the same computational pro-
cedure just described. However, as shown in Fig. 1 the grid
housed 3213241364 points in the circumferential~j lines!, radial
~h lines!, and spanwise~z lines! directions, respectively, and the
Reynolds number was increased to 3900. This Reynolds number
was specifically chosen to verify the spatial resolution against the
recent experimental evidence taken directly from Ong and Wal-
lace @12# in the immediate near wake. The grid holds uniform
point spacing throughout the viscous wake in the circumferential
and spanwise directions, and exponentially decays radially. Scal-

Fig. 1 Topology and flow conditions for the direct numerical
simulation of the cylinder wake flow; 1Jordan †9‡, ReÄ3400;
2present computation, Re Ä3900
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ing the spatial resolution of the DNS grid along the wake center-
line by the respective time-averaged experimental values of Kol-
mogorov’s microscale~Ong and Wallace@12#! is illustrated in
Fig. 2~a!. This comparison shows an unbiased spatial resolution
after approximately 3/4’s diameter downstream~referenced to the
cylinder center!. Notice that the equilibrium range of the near
wake is well resolved up to about five diameters downstream.
Finally, a spanwise resolution of 64 points overp length was
chosen to adequately capture the periodic disturbances as mea-
sured by Mansey et al.@13#. Specifically, each disturbance was
resolved by at least seven computational points.

One must remember that since the instantaneous flow consti-
tutes three components~global mean, periodic mean, and ran-
dom!, the resolved random scales must be acquired through phase
averaging. Heren, proof of sufficient DNS resolution for properly
evaluating both model forms is carried out over three datasets.
Each dataset is in-phase according to the Strouhal number (St
50.21) as reported by Ong and Wallace@12#, St5 f U/D whereU
is the freestream velocity andf is the shedding frequency of the
large-scale vortices. Three phase-averages were necessary to at-
tain a statistical dissipation rate having a relative 2 percent peri-
odic error. Besides phase averaged, the turbulent statistics as well
as the model’s predictions are spanwise averaged with a 50 per-
cent overlap. The spanwise averaging follows the procedure of
Choi and Moin@14# where each computational point is treated as
a separate realization. With a 50 percent overlap, three instanta-
neous datasets produce over 300 spanwise realizations.

A comparison of the turbulent energy spectra is shown in Fig.
3a, which includes experimental data taken from Uberoi and
Freymuth@15# for the far wake. The agreement indicates the cor-
rect cascade of turbulent energy as resolved by the DNS compu-
tation in the immediate near wake region (0.5<x/ D>5.0). Ac-
cording to the discussion by Beaudan and Moin@3#, the cut-off
wave numbers over this range are adequate to resolve the domi-
nant turbulent scales that encapsulate most of the wake’s energy.
By computing the correct energy spectra, we can easily identify a
reasonable downstream limit for truncating the model evaluations.
The dissipation spectra in Fig. 3b clearly show that the peak dis-
sipation rate is properly captured up to 5 diameters downstream.
This fact gives reason for realizing the correct forward scatter of
the turbulent spectral energy at the finest resolved scales~Fig. 3a!.
In particular, the computed spectra do not indicate tailing nor
excessive damping of the turbulent energy at the grid-scale wave
number. However, the downstream cut-off typifying sufficient
DNS resolution should show tailing off of the dissipation rate at
the finest resolved scales. With this understanding, the resolved
immediate wake physics lying between 0.5<x/D<3.0 should
provide fair evaluations of both SGS model’s performance.

V Explicit Filtering

Direct comparisons between the real and model SGS fields re-
quire proper preparation of the DNS dataset into a symbolic LES
form. This process demands a relevant choice of conservative grid
filtering. Knowing that the present DNS solution accuracy as well
as the commutation error of nonuniform filtering are both second-
order, discrete volume averaging as given by the box filter kernel
over 2D spacing should suffice. In wavenumber space, the attenu-
ation effects of box filtering are equivalent to a second-order,
finite-volume solution methodology of the convective flux vectors
along the curvilinear lines. Choosing a higher-order filter kernel
would indeed minimize the level of damped resolved energy, but
the filtering error is untraceable in the SGS model performance.
Herein, the resultant resolved LES field houses the damped spec-
tral physics over 1613121332 points in thej, h, z directions,
respectively~again assuming homogeneous turbulence spanwise!.
The field to be modeled is bounded by the resolved LES scales
and the original DNS solution. The resultant LES spatial resolu-
tion, referenced to the wake’s inertial subrange, is illustrated in
Fig. 2~b).

One can choose to explicitly filter the DNS data in either the
physical domain or computational space to produce the LES re-
solved field where the model is applied. The resultant damped
spectral energy components are identical regardless of the choice.
The only notable distinction between the two filter operations is
the CPU cost, which bears no relevance to the present need. Un-
derstanding the important difference between each domain rests
solely upon when to test filter. Since the partial differentiation and
filter operations commute in the transformed space, the test filter
should yield equal values for the model coefficient whether it’s
done before or after discretizing the participating matrices. Con-
versely, the commutation error associated with the filter operation
in the physical domain can only be avoided if the respective ma-
trices ~or their first-order components! are computed prior to test
filtering. Furthermore, each component should be formulated in a
conservative structure, flux-differenced, then test-filtered in the
physical domain to guarantee a dynamic model coefficient that
possess resolved physics which are inherently conserved and
error-free.

The box filter attenuates all Fourier components of the physical
quantity except at wavenumberk50. In three-dimensions, the
local filter width 2Djk along the curvilinear lines operates on 26
neighboring points~or eight grid volumes!. For the present ex-
plicit filter operations, a physical quantityFk, j ,k was box-filtered
according to

Fig. 2 Downstream grid spacing phd Õdx and phd Õdy for the present computations refer-
enced to the inertial subrange „Ong and Wallace †3‡… of the cylinder vortex street region;
ReÄ3900
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F̄i,j,k5C1 b~11a!~F i,j11,k1bF i,j21,k !1~11b!

3~F i11,j,k1aF i21,j,k!c
1C2 b~11a!~F i,j11,k611bF i,j21,k61!1~11b!

3~F i11,j,k611aF i21,j,k61!c
1C2 bF i11,j11,k1aF i21,j11,k1bF i11,j21,k

1abF i21,j21,k) c1C3

3 bf i11,j11,k611aF i21,j11,k611bF i11,j21,k61

1abF i21,j21,k61) c1C4F i,j,k611C5F i,j,k (12)

where

C5~11a!~11b!, C15S„12S…2/2C,

C25S2~12S!/2C, C35S3/2C,

C45CC1, C55128C@C111/2C211/4C3#

In the physical domain, the weighting parametersa and b hold
description of the grid’s nonuniformity in thej andh directions,
respectively;a5Ag11

1 /g11
2 and b5Ag22

1 /g22
2 where1 and 2 de-

note the corresponding forward and backward grid spacing. One
should be aware that grids possessing severe nonuniformity
strongly damp the high-wavenumber quantities as reflected by the
magnitude of the weighting parameters. By default,a and b are
unit-valued in the computational space. Note that this particular
box filter indicates no weighting parameter in the z,z direction
because the spanwise spacing is uniform throughout.

VI Curvilinear Dynamic Smagorinsky Model „CDSM…

Evaluations
Given that the spatial resolution of the DNS grid is homoge-

neous, we can now conduct a consistent evaluation of the noncon-
servative and conservative forms of the dynamic curvilinear SGS
model. This statistical review includes local regions within the
vortex formation regime where the finest turbulent scales are

Fig. 4 Snapshots of the turbulent eddy viscosity distribution
„nT Õn… in the cylinder immediate wake as predicted by the non-
conservative and conservative forms of the curvilinear dy-
namic model; „a… contours max. 12.0, min. À13.0, incr. 0.5 and
„b… contours max. 16.0, min À11.0, incr. 0.5

Fig. 3 Comparison of the present DNS computations „Re
Ä3900… and the experimental velocity power and dissipation
spectra in Kolmorgorov units for the cylinder vortex street;
Ong and Wallace †3‡, xÕDÄ5 and Uberoi and Freymuth †15‡
xÕDÄ200
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moderately consistent as well as within the immediate vortex
street where local regions of small scales reside. Outside the near
wake, we anticipate negligible contributions of turbulent eddy vis-
cosity. Moreover, this same response is expected inside the early
growth regions of the separated free shear layers that bound the
formation regime. Separation at this Re is laminar~subcritical!,
and the resultant free shear layer instabilities support only a
gradual transition to turbulence. Thus, the inherent complexity of
the cylinder near wake physics provides a natural testbed for an
effective investigation of the SGS model performance.

One should note that the performance statistics presented below
area-priori, meaning that the SGS model’sa-posterioriresponse
will differ in an actual LES simulation.A-posterioristudies have
shown that the resolve field locally adheres and adjusts itself to
the SGS model’s presence. Also, the model’s backscatter contri-
butions typically have long correlation times that demandad hoc
measures to control diverging solutions. Nevertheless, the relative
model behaviors are both qualitatively and quantitatively similar,
which justifies indulging intoa-priori testing.

Snapshots showing the scaled turbulent eddy viscosity distribu-

Fig. 5 Instantaneous turbulent eddy viscosity „nT Õn… along the wake centerline as predicted
by the nonconservative and conservative forms of the curvilinear dynamic model

Fig. 6 Phase-averaged and spanwise averaged distributions of the real, nonconservative and conservative nor-
mal stress t11 within the immediate wake; contours max 0.008, min, À0.08, incr. 0.004
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tions (nT/n) for both CDSM forms are plotted in Fig. 4 using the
three LES datasets. These applications gave the correct response
within the irrotational regions of the flow as well as the upstream
boundary layers. The separated shear layers display contours of
nT /n correlating well with transition to turbulence within these
layers. However, while the maxima and minima of each curvilin-
ear form are comparable, their predominant distributions differ
most notably in the vortex formation region. Profiles of the LES
grid resolution shown in Fig. 2~b! suggest that the CDSM contri-
butions should be minimal immediately downstream of the cylin-
der. Only test filtering in the computational space gave this per-
formance. This observation is emphasized further in Fig. 5 where
nT /n is plotted along the downstream centerline. Both models
suggest increased magnitudes ofnT /n with degradation of the
grid’s resolution capacity, but test filtering in the physical domain
gave significant contributions (23.nT /n.3) in the formation
region where the turbulent scales are still considered well
resolved.

Contours illustrating the spatial distribution of the real and
model SGS normal stresst11 within the immediate near wake are
shown in Fig. 6. Each contour constitutest11 values that were
phased-averaged and spanwise-averaged up through 3.5 diameters
downstream. Both models distinguish cleanly the turbulent wake
from the laminar and inviscid regions of the downstream flow.

Highest concentrations oft11 are predicted within the free-shear
layer approximately one diameter downstream from separation.
This location coincides with transition to turbulence according to
Bloor @16#. Given the same spatial resolution, both models failed
to capture the pockets of highestt11 within the formation zone as
indicated by their real counterpart. This deficiency is emphasized
in Figs. 7~a! and 7~b!, which compare the averaged real and mod-
eled normal SGS stresses (t11 andt22) along the wake centerline.
Two correlation coefficients are given in these figures. The upper
case notation denotes global correlation while the lower case de-
picts centerline values averaged along 0.5,x/D,3.0. Collec-
tively, both models suggest good global correlation, but respond
poorly in the immediate turbulent vortex formation region. This
latter shortcoming is a near-wall response that was expected, be-
cause the respective turbulent physics typify strong anisotropy and
inhomogeneity of which the fidelity of an eddy viscosity built
model breaks down. Beyond the vortex formation regime, both
models correlate well with the real field even into the near vortex
street (x/D.1.5).

Although this behavior is somewhat encouraging, the real shear
stress distribution and magnitudes were regularly under-predicted
by both SGS models. This fact surfaces in Fig. 8 where the pre-
dictions of the leading deviatoric componentt12 are especially
poor throughout the vortex formation zone; which typically house

Fig. 7 Comparisons of the real and modeled normal SGS stresses „t11 and t22… along the
wake centerline; nonconservative „NCDM… and conservative „CCDM…

Fig. 8 Comparisons of the real and modeled Reynolds stress t12 along „a… the wake center-
line and „b… the circumferential line „rÕDÄ1.17…; nonconservative „NCDM… and conservative
„CCDM…
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many pockets of dominant rates-of-strain. Thea-priori predictions
shown in Fig. 8~b! are taken along the circumferential liner /D
51.17 that passes through the lower separated shear layer as well
as several clusters in the formation regime that possess high levels
of real shearing stress. Both models respond correctly outside the
formation zone. But comparisons within this zone indicate that
both forms grossly under-predictt12. The conservative form
gives only slightly better correlation with the real stresst12 as
listed in Fig. 8~a!.

The dashed line in Fig. 8~a! denotes the centerline distribution
of theu8v8 component of the total SGS shear stress. Note that its

magnitude is of the same order ast12, which is unlike the much
lower values seen in turbulent boundary layers. Commonly, we
would require an eddy-viscosity model to capture at least this pure
contribution. But as clearly demonstrated in the figure, the Sma-
gorinsky model does not fulfill this expectation even when im-
proved by dynamically evaluating its coefficient.

The dissipation rate of the SGS field discloses the direction of
energy transfer at the cut-off wavenumber. This term is defined by
«SGS5tij S̄ij , where positive values imply forward scatter~or re-
moval of turbulent energy from the resolved field! and negative
values signify the reverse. Distribution of the real and model pre-
dictions of«SGS inside the cylinder immediate wake are shown in
Fig. 9. In this figure, backscatter is denoted by the dashed con-
tours. Qualitatively, both model forms predict the correct distribu-
tion of the dissipation rate. Highest values appear in the separated
shear layers after transition to turbulence whereas negligible dis-
sipation is predicted in the irrotational field and upstream bound-
ary layers. The present sampling domain of the immediate wake
gives 75% of positive real«SGS that averaged 0.043, while back-
scatter values averaged20.005. Comparatively, both models pre-
dicted similar percentages, but again like the Reynolds stress com-
parisons discussed above, each form under-predicted the
dissipation rate magnitudes throughout the immediate wake. The
conservative model averages are 0.014~58%! and20.002~42%!
whereas the nonconservative form gave 0.012~60%! and20.003
~40%! for the forward scatter and backscatter of turbulence en-
ergy, respectively.

We can further evaluate the quantitative model performance by
comparing the real and predicted SGS dissipation rate along the
wake centerline as well as along the selected circumferential line
(r /D51.17). Figure 10 indicates both models grossly under-
predicting the forward scatter characteristic inside the vortex for-
mation regime. Notably, near the downstream cylinder walls
the models predictions of«SHS were opposite of the true energy
transfer.

VII Final Remarks
The evidence presented herein indicates that both forms of the

curvilinear dynamic model showed high global correlation coeffi-
cients. This favorable statistic reflects primarily their performance
outside the near wake region. Inside the near wake, local compari-
sons reveal neither form giving good predictions. Away from the
downstream cylinder surface, the real normal SGS stress compo-
nents were reasonably captured, but not the Reynolds shear
stressed~an analogously the contravariant SGS stress compo-
nents!. Two factors contribute to this poor performance apart from
understanding the model’s fundamental capabilities and limita-
tions. These factors center on the discrete test filter and the grid’s
cut-off wavenumber.

Because the box filter dampens the turbulent spectral energy
over all wave numbers except the zeroth, the dynamic model co-
efficient is expected to embody resolved physics extracted from
the energy range. Minimizing contributions from this range can be
accomplished by using a higher-order test filter, but only in con-
junction with the conservative form of the CDSM where filtering
is done in the computational space. As proven earlier, the conser-
vative form preserves commutation between the filter operation
and the partial differentiation so that implementing a high-order
test filter is permissible.

Approaching optimum success of the SGS model’s perfor-
mance is aided by knowing the smallest local resolved grid-scale
relative to the energy spectra. Controlling this important factor
was demonstrated after comparing profiles of the modeled contra-
variant SGS stresses with their real counterpart. Given the broad-
band range of cut-off wavenumbers by the cylinder wake
gridding, we saw the CDSM performance degrading signifi-
cantly when expected to mimic the energy-dominant scales of
turbulence.

Fig. 9 Phase-averaged and spanwise averaged distributions
of the SGS dissipation within the immediate wake; real: max
0.38, min. À0.018, incr. 0.018; nonconservative and conserva-
tive: max 0.11, min. À0.11, incr. 0.011
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Keeping these conditions in mind, we can improve at least the
near-wall SGS field predictions by coupling the dynamic model
with a similarity relationship. For example, the similarity model
conceived by Bardina et al.@17# correlates well with the real SGS
field if the local stresses are consistent over variable filter widths.
This observation can be realized in the vortex formation region of
the cylinder near wake where the CDSM performance was poor-
est. For example, Armenio and Piomelli@5# mixed Bardina simi-
larity with a dynamic eddy-viscosity relationship and transformed
the resultant model to a curvilinear coordinate framework accord-
ing to the alternate approach~Jordan@9#!. By implementing La-
grangian averaging to evaluate the model coefficient, they dem-
onstrated the similarity counterpart as the dominant contributor to
the total SGS stress in a turbulent channel flow. Likewise, Liu
et al. @18# showed that a dynamic version of the similarity SGS
model mixed with the dynamic eddy viscosity relationship insures
sufficient mean dissipation to stabilize the computation. For com-
plex topologies, proper contraction of the two model coefficients
would lead to a rather CPU intensive mixed form. But this par-
ticular formulation should perform well in local regions of the
wake that are characterized by high rates-of-strain, and ease an
attempt to grid the flow domain such that the finest resolved
wavenumbers are maintained within the equilibrium range of tur-
bulence.

Finally, knowing that both dynamic SGS eddy-viscosity models
under-predict the dissipation rate~or even predict opposite sign!,
use of conservative high-order approximations~such as compact
schemes! for the convective derivative is a noteworthy problem in
an a-posterioriLES computation. Control of the model backscat-
ter compounds this issue because these physics strongly correlate
over long execution times. One should expect the excess energy to
be redistributed throughout the flow domain including the inviscid
regions, which can potentially destabilize the computation. Cou-
pling the dynamic model with an upwind scheme seems like a
reasonable remedy, but a careful balance must be insured between
the spatial resolution and the dissipative truncation error to enter-
tain useful model contributions.
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Comparison of Different
Subgrid-Scale Models of Large
Eddy Simulation for Indoor
Airflow Modeling
The Smagorinsky subgrid-scale model, a dynamic subgrid-scale model, and a stimulated
subgrid-scale model have been used in a large eddy simulation (LES) program to com-
pute airflow in a room. A fast Fourier transformation (FFT) method and a conventional
iteration method were used in solving the Poisson equation. The predicted distributions of
indoor air velocity, temperature, and contaminant concentrations show that the three
subgrid-scale models can produce acceptable results for indoor environment design. The
dynamic and stimulated models performed slightly better than the Smagorinsky model.
The use of FFT can significantly reduce the computing time. LES is a tool of the next
generation of indoor air distribution design.@DOI: 10.1115/1.1378294#

1 Introduction
Computational Fluid Dynamics~CFD! can be used to determine

turbulent fluid flow, heat transfer, and the transport of chemical
species for indoor environment design, allowing for the determi-
nation of thermal comfort parameters and indoor air quality~Chen
@1#!. The numerical simulation of turbulent flow in an indoor
space can be divided into three types: direct numerical simulation
~DNS!, Reynolds Averaged Navier-Stokes~RANS! equation
modeling, and Large Eddy Simulation~LES!.

DNS solves the Navier-Stokes equations for flow motion nu-
merically without using a turbulence model, producing a very
reliable simulation. Turbulent flow consists of vortices with vari-
ous scales, where the ratio between the largest scale and the small-
est scale is approximately equal to Re3/4 ~Lesieur@2#!. In order to
describe the various scales of the vortices, the grid number used to
solve turbulent flow should be larger than Re9/4. Since the Rey-
nolds number for a typical indoor airflow is 104, the grid number
required is on the order of one billion. Currently, a super-
computer is capable of handling a grid number of up to 108. If
such a large-capacity computer necessary for modeling indoor air-
flow were to become available, the computing time required to
reach a useful solution would be a few months. It is therefore
impractical at the present time to use DNS as a tool for indoor
environment design.

Most of the current indoor airflow designs solve the RANS
equations, because this numerical simulation can be performed on
a PC. Since the RANS equations require a coarse grid system and
calculate averaged flow properties~air velocity, temperature, and
species concentrations, etc.!, the computing time requires is a only
a few hours for most indoor environment designs. However, the
RANS equations contain unknown Reynolds stresses that have to
be modeled by a turbulence model. At present, no generic turbu-
lence models are available. Most of the developed turbulence
models, such as the mixing length theory, one-equation models,
two-equations models, and second moment models, may perform
reasonably well in one case, but poorly in another@1#. Therefore,
the accuracy of the numerical results is not guaranteed, and the
designers have difficulties in choosing a suitable turbulence
model. In addition, RANS equation modeling cannot provide in-

stantaneous information concerning turbulent flows, which is im-
portant for thermal comfort design. Therefore, RANS modeling
has severe limitations in building environmental design.

LES divides flow motion into two parts: large-scale and small-
scale motions. LES directly calculates large-scale motions. Small-
scale motions, with sizes normally smaller than the numerical grid
size, are modeled with subgrid scale models. When the grid size is
sufficiently small, the impact from the subgrid scale models on the
flow motion will be small. Furthermore, the subgrid scale models
will become general, because the turbulent flow at very small
scales is nearly isotropic. Therefore, the subgrid scale models gen-
erally contain fewer empirical coefficients and artificial factors
than those used in the turbulence models of the RANS equations.
Since the flow information at small scales may not be important
for engineering applications, LES is becoming an important and
powerful tool in studying turbulence~Piomelli @3#, Lesieur and
Metais @4#!. However, questions still remain as to how accurate
LES is, and how much computing time LES requires for indoor
environment design. The accuracy is related to the approximations
used in the subgrid scale models, while the computing time is
influenced by the numerical technique used in solving the trans-
port equations.

Various subgrid scale models have been developed in the last
twenty years. Most of them are eddy viscosity models, which use
the Boussinesq hypothesis to calculate eddy viscosity. The most
popular models used in engineering can be mainly divided into the
Smagorinsky model and the dynamic models. Our study focuses
on these two types of eddy-viscosity subgrid scale models as well
as on one noneddy viscosity model. The Smagorinsky model uses
a constant eddy viscosity coefficient for the entire flow domain.
This model is not suitable for complex flows, where the coeffi-
cient may vary over time and location. The dynamic models cal-
culate the eddy viscosity coefficient according to local flow char-
acteristics. The dynamic models are more appropriate than the
Smagorinsky model. On the other hand, Shah and Ferziger@5#
developed a noneddy viscosity model, the stimulated small-scale
subgrid ~SSSS! model, which calculates small-scale motion by
using a stimulated method based on the operation. Since this
model has a strong mathematical and physical background, it de-
serves further attention. However, performing LES needs more
demanding time than RANS modeling.

Among the computing time used by LES, solving the Poisson
equation with the conventional iteration method would consume
90 percent of the time. In order to reduce the computing cost, the
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fast Fourier transformation~FFT! method is used. In the present
paper, the FFT method is used for both periodic and Neumann
boundary conditions.

The effort of this investigation is to systematically examine the
performance of the Smagorinsky subgrid scale~SSGS! model
~Smagorinsky@6#!, the Dynamic Sub-Grid Scale~DSGS! model
~Germano et al.@7#!, and the SSSS model for indoor airflow simu-
lation. This investigation also compares the computing time re-
quired by the conventional iteration method and by the FFT
method to solve the Poisson equation.

2 Governing Equations and Subgrid Scale Models
Using a spatial filter, LES divides turbulence flow into large-

scale and small-scale~grid-scale! motions. The filtered flow pa-
rameters for large-scale motions can be obtained by solving the
following filtered Navier-Stokes equations:
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]ȳ i ȳ j
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where

t i j 5y iy j2 ȳ i ȳ j (2)

TTi5Ty i2T̄ȳ i (3)

DCi5Cy i2C̄ȳ i (4)

The variables,t i j , TT j , and DC j , are unknown, and should be
calculated by subgrid scale models. This study uses three subgrid
scale models, the SSGS, DSGS, and SSSS models, in order to
compare their performance for indoor airflow simulation. The fol-
lowing section discusses howt i j is modeled. The same concept
can be applied toTT j , andDC j .

2.1 Eddy-Viscosity Models. The SSGS and DSGS models
are eddy viscosity models that have a common form:

t i j 2
d i j

3
tkk522nTS̄i j with Si j 5

1

2
~ ȳ i , j1 ȳ j ,i ! (5)

The eddy-viscosity models are used to determine the eddy-
viscosity,nT . Using the equilibrium assumption~that the turbu-
lence in a grid with small scale eddies is in equilibrium, and the
dissipated energy is implemented from the large scale eddies!, the
following algebraic model can be used to calculate the eddy-
viscosity:

nT5CMD2uS̄uS̄i j , uS̄u5~2S̄i j S̄i j !
1/2 (6)

whereD is the grid scale and is equal to the cubic root of a cell
volume, if the grid cell is anisotropic.CM is a parameter in the
model. The SSGS and DSGS models are separately discussed
below.

~a! Smagorinsky subgrid-scale model~SSGS!: The widely
used Smagorinsky model is the simplest subgrid-scale model. The
model usesCM5Cs

2, whereCs is the Smagorinsky coefficient.
Normally, Cs is a constant in the range of 0.12–0.2. This coeffi-
cient must be decreased~Piomelli et al.@8#! for shear flows~e.g.,
flows near solid boundaries or transitional flows! by using the van
Driest damping function or the intermittency function.

~b! Dynamic subgrid-scale model~DSGS!: Although the ad
hoc modification on the Smagorinsky coefficient can be used for
transitional and turbulent flows, Germano et al.@7# concluded that

it is impossible to find a single, universal constant for different
flows. In some cases, the ad hoc modifications are far from desir-
able. In addition, the Smagorinsky model cannot account for the
energy transfer from small-scale eddies to large-scale eddies
~backscatter!, which can be significant in many flows. The devel-
opment of the DSGS model reflects significant progress in the
subgrid-scale modeling of nonequilibrium flows. The DSGS
model calculates the model coefficient from the energy of the
smallest resolved scale, rather than by setting a priori parameters
like the Smagorinsky model.

The DSGS model defines a grid filtering scale,D̄, and a test
filtering scale,D̃ ~Germano et al.@7#!. Two filtering functions,Ḡ

and G̃, are used overD̄ and D̃, respectively. By applyingG̃̄
(5G̃Ḡ) to the Navier-Stokes equations, the subgrid scale stresses
on the test filter can be obtained as:

Ti j 5 ȳ iy j
˜

2 ȳ ĩ ȳ j̃ (7)

The first term on the right side of Eq.~7! cannot be directly
determined, like the one in Eq.~2!. However, by applying the
basic assumptions of eddy viscosity models, the following is true:

t i j 52
d i j

3
tkk>mi j 522CD̄2uS̄uS̄i j

(8)

Ti j 2
d i j

3
Tkk>Mi j 522CD̃̄2u S̃̄u S̃̄i j

whereC is the same for both filters. As a result, the following is
obtained:

Li j S̄i j [~Ti j 2 t̃ i j !S̄i j 522C~ D̃̄2u S̃̄u S̃̄i j S̄i j 2D̄2uS̄uS̄i j S̄i j ! (9)

Averaging the equation along a homogeneous or periodical direc-
tion of the flow produces

C52
1

2

^Li j S̄i j &

^D̃̄2u S̃̄u S̃̄i j S̄i j 2D̄2uS̄uS̄i j S̄i j &
(10)

The symbol^ & stands for an average over the homogeneous or
periodical direction. Therefore, the model is only suitable for ho-
mogeneous turbulence. Lilly@9# suggested that the coefficient can
be determined by the least square method. This method uses the
following equation as an object function:

Q5~2CMi j 2~ D̃̄2u S̃̄u S̃̄i j S̄i j 2D̄2uS̄uS̄i j S̄i j !!2[~2CMi j 2Li j !
2

(11)

From this, the optimal coefficient becomes

C5
Li j M i j

2Mi j M i j
(12)

The DSGS model can be applied to various turbulent flows. For
better numerical stability, it is necessary to smooth theC distri-
bution ~Zhang and Chen@10#!, and setC to be greater than zero.
Since the backscatter can only be described with a negativeC,
there is a contradiction between the backscatter and the numerical
stability.

2.2 Noneddy Viscosity Model. By filtering, LES divides
unfiltered flow parameters, such as velocity, pressure, tempera-
ture, and species concentrations, into resolved~large-scale! pa-
rameters and unresolved~small-scale! parameters. A noneddy vis-
cosity model attempts to obtain the unresolved parameters by
using mathematical and/or physical methods based on statistical
theory or DNS data. With both the large-scale and small-scale
velocities known, the Reynolds stress can be calculated.
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A simple method used to generate the unfiltered parameter dis-
tribution is the Taylor expansion series. By lettingu* stand for
u(x) at xi , andu8(x)5u(x)2ū(x) ~refer to Fig. 1!, the Taylor
expansion produces

u~x!5ui* 1~x2xi !S du

dxD
i

*
1

~x2xi !
2

2 S d2u

dx2D
i

*
1•••••• (13)

By neglecting the third-order and higher-order terms and replac-
ing the derivatives with central differencing ones, this equation
becomes

u~x!5ui* 1~x2xi !
ui 11* 2ui 21*

2h
1

~x2xi !
2

2

ui 11* 22ui* 1ui 21*

h2

(14)

By filtering u(x) over 2D through the use of a box-filter, the
filtered velocity is:

ūi5ui* 1
D2

6

ui 11* 22ui* 1ui 21*

h2
(15)

Then, by lettingD5h/2,

ūi5
ui 11*

24
1

11ui*

12
1

ui 21*

24
(16)

For a nonuniform grid distribution, this equation becomes

ūi5aui 21* 1bui* 1cui 11* (17)

where

a5
hi

2~m223m!1hihi 21~3m2m2!1hi 21
2 m2

12hi 21~hi1hi 21!
, m5

D i1D i 21

hi1hi 21

b512a2c (18)

c5
hi

2m21hihi 21~3m2m2!1hi 21
2 ~m223m!

12hi 21~hi1hi 21!

with hi5xi 112xi . This can then be rewritten in a simple operator
form:

Lx~ui* !5ūi (19)

For a three-dimensional case,

L~ui , j ,k* !5ūi , j ,k L5LxLyLz (20)

The Reynolds stresses can then be calculated from

t i j 5ui* uj* 2ui* uj* (21)

This model is identical to the SSSS model developed by Shah
and Ferziger@5#. This paper has mathematically explained the
SSSS model. In addition,TTi andDCi can be determined with the
same method. The procedure to calculate the Reynolds stresses
and other second order correlations are as follows~let f andg be
two variables wheref can be a velocity component@u, v, or w#
while g can be a velocity component, temperature, or species con-
centration!:

~a! Calculatef * andg* from f̄ and ḡ, respectively, at all in-
terior cells by using Eq.~20!. This procedure solves a series of
tridiagonal algebraic equation systems in thex-, y- and
z-directions. Since, according to Eq.~18!, the coefficients in every
row satisfya1b1c51, the tridiagonal coefficient matrix of the
operatorLx is nonsingular, and there are no instability problems.

~b! Determine the productf * g* at all the interior cells.
~c! Computer f * g* by using Eq. ~17!. This is a series of

simple algorithm operations.
~d! Calculate f * g* 2 f * g* in order to obtain the Reynolds

stresses and other correlations.

In the implementation of the SSSS model, we solve a series of
tridiagonal equation systems and complete simple arithmetic op-
erations. It does not demand more computing time than the DSGS
models.

3 Numerical Method

3.1 Difference Scheme in Time and Space. The present
investigation studied indoor airflows, which have relatively low
Reynolds numbers. The numerical oscillation or instability is not
significant. However, this oscillation or instability can be prob-
lematic when simulating airflow around buildings. A solution to
avoid this problem is the use of the third order upwind scheme for
the convection terms. Since numerical instability was not signifi-
cant for this indoor airflow study, the second order Adams-
Bashforth scheme was used.

3.2 Projection Method. The equations that need to be
solved numerically for indoor airflow are the continuity, momen-
tum, energy, and species concentration equations. The indoor air
can be considered to be incompressible. The buoyancy resulting
from air density variations produced by a temperature difference
is added to the momentum equation via the Boussinesq assump-
tion. The continuity equation of incompressible flow has no de-
rivative term over time and cannot be directly solved simulta-
neously with the momentum equation. In the projection method
~Chorin @11#!, however, the continuity and momentum equations
can be related through pressure. The projection method is de-
scribed below.

The filtered Navier-Stokes equations are written in following
form:
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The projection method solves the momentum equation without
the pressure term:
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]xj
1t i j D (23)

where ȳ i* is the predicted velocity. The predicted velocity does
not normally satisfy the continuity equation. However, by using a
pressure correction, the predicted velocity can be modified to ob-
tain the true velocity. A Poisson equation of pressure can be es-
tablished by subtracting Eq.~24! from the momentum equation,

Fig. 1 Relationship between the filtered and unfiltered veloci-
ties
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Eq. ~22!. Then, by taking the divergence of both sides of the
obtained equation, and by considering the continuity equation, we
obtain a Poisson equation of pressure:

1

Dt

]ȳ i
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52
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r

]2p

]xi]xi
(24)

By solving this Poisson equation, we obtain the pressurep,
which is used to modify the predicted velocity using the following
equation:

ȳ i
n115 ȳ i* 2

1

r
Dt

]p

]xi
(25)

This modified velocity now satisfies the continuity equation, and
is therefore the true velocity.

When applying the Fourier transformation to the Navier-Stokes
equations, the pressure term is translated in the direction normal
to the velocity plane. Therefore, ignoring the pressure term in the
physical space is equivalent to projecting the Navier-Stokes equa-
tions onto the velocity plane in the spectral space. This is the
reason this method is called the projection method~Lesieur@2#!.

3.3 Differencing Scheme. In order to numerically solve
the partial differential equations, the present study uses the stag-
gered grid system and the second-order central-differencing
scheme. For the time term, this investigation uses the second order
Adams-Bashforth scheme.

3.4 Poisson Equation and Its Solvers. If the Poisson
equation were to be solved by the iteration method, it would con-
sume about 90 percent of the overall computing time. Therefore, it
is very important to develop an efficient solver for the Poisson
equation. The present study uses FFT to improve the efficiency,
accuracy, and speed of solving the Poisson equation.

FFT is used in both periodic and Neumann boundary condi-
tions. In the case of Neumann boundary conditions, the Gauss-
Chebyshev transformation is found to be acceptable. After reor-
ganizing the coefficients~Su @12#!, FFT can also be used in place
of the discrete Gauss-Chebyshev transformations without decreas-
ing the accuracy and efficiency. In the presented numerical ex-
amples, a nonuniform grid system is allowed in only one direction
when using the FFT method to solve the Poisson equation of
pressure.

Note that if all boundary conditions for the pressure are either
periodic or homogeneous Neumann ones, the Poisson equation
will have either no solution, or multiple solutions due to the sin-
gularity of the differencing-equation system. To ensure a unique
solution, the sum ofqi , j ,k in the differencing equations overi
51,2, . . . , IM, j 51,2, . . . , JM, andk51,2, . . . , KM should be
zero~or should have a numerical error less than 1026). The pres-
sure at a reference point or the average pressure in the whole flow
domain should be set to zero.

When the flow domain contains obstacles in a room, such as
occupants, computers, and furniture, the above-mentioned meth-
ods cannot be directly used due to the no-flux conditions on the
surfaces of these obstacles. Therefore, it is necessary to ensure
that the normal velocity at the surfaces,yn , be equal to zero. The
present study introduces an additional term,2byn2aynuynu, into
the momentum equation at the surfaces~McGrattan et al.@13#,
Peskin@14#, Goldstein et al.@15#!:
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1Conv52
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]n
1Diss2byn2aynuynu (26)

Note that ]yn /]t52byn2aynuynu is an ordinary differential
equation. When solving this ordinary differential equation,yn will
quickly approach a small value ifb.0 anda.0 ~this study uses
0.8/Dt for b and 10 fora!. Therefore, the additional term seems
to be a damping term and Eq.~26! can be approximated as:
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1

r

]p
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1Diss (27)

This approach is used at the obstacle surfaces for all three com-
ponents of velocity. In fact, this method exploits the relatively
small changes in pressure from one time step to the next in order
to enforce the no-flux condition on the obstacle surfaces, because
the pressure at the current time step is unknown until the Poisson
equation is solved.

Our experience shows thatyn changes from 1024 to 1026 very
quickly, and remains unchanged afterwards. Sinceyn is normally
several orders smaller than the mean velocity in the flow domain,
yn can be considered to be zero, which implies a successful simu-
lation of a solid surface. This approximation method does not
need to specify pressure boundary conditions on an obstacle sur-
face, and the corresponding grids can be treated as a normal in-
ternal one. Therefore, the Poisson equation can still be solved by
using the above-mentioned FFT algorithm.

4 Results
The above-mentioned subgrid scale models and numerical al-

gorithms have been used to study indoor airflow. Indoor airflow
consists of forced convection, natural convection, and mixed con-
vection~which is a combination of forced and natural convection!.
This section will examine the performance of the subgrid scale
models in predicting these three convection flows in a room.

4.1 Forced Convection. This study used forced convection
flow in a room with measured air velocity profiles from Restivo
@16#. The room geometry is shown in Fig. 2, whereH53 m. The
velocity at the inlet was uniform and equal to 0.455 m/s. The flow
Reynolds number was 5000, based on the inlet height and air
velocity. The inlet height was 0.168 m. The air velocity was mea-
sured by a laser Doppler anemometer.

The computations used a uniform air velocity profile at the
inlet, and a zero gradient condition for the air velocity at the
outlet. Our computation applied a uniform mean velocity profile
using six points across the jet. This was rather inconsistent with

Fig. 2 The schematic of the room with forced convection

Fig. 3 Mean airflow pattern in the middle plane of the room
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the experimental data. The experiment measured a small pertur-
bation, which was neglected in the computation. All of these con-
siderations were added in the revision. The log-law wall function
was used for the walls~Wilcox @17#!. The computational meshes
employed were 66318334 and 66334334 corresponding to the
length ~x!, height~y!, and width~z! directions. The grid distribu-
tion was uniform in thex andz directions, and nonuniform in the
y direction. The numerical results show a very small difference
between the two meshes as compared in Fig. 4. The results in this
paper are from the finer mesh, fort5400 to 800 s. Figure 3 shows
the computed airflow pattern. Aside from the large vortex in the
center of the room, there was a small eddy in the upper right
corner, which was observed in the experiment.

The dimensionless time step used in this calculation wasDt
50.01 s, which was much larger than the 0.002 s time step nor-
mally used for the iteration method in solving the Poisson equa-
tion. Therefore, the high accuracy of the FFT algorithm greatly
improved the numerical stability.

Figure 4 compares the computed mean dimensionless air veloc-
ity (U5u/uin) and the computed dimensionless velocity fluctua-
tion (ur 5 @mean square-root fluctuate velocity inx direction#
/uin) with the corresponding experimental data from the middle

section of the room at bothx5H and 2H. The Smagorinsky
coefficient used in the SSGS model was 0.16, which was recom-
mended for indoor airflow by Murakami@18#. The results show
that the DSGS and SSSS models performed slightly better than
the SSGS model in calculating the mean air velocity. The under-
prediction by the SSGS model may be attributed to the large vis-
cosity computed. The calculated air velocities by the DSGS and
the SSSS models are almost identical. The DSGS model calcu-
lated the turbulence viscosity coefficient according to the local
flow type, and the SSSS model calculated the quasi-Reynolds
stress by using the stimulated small-scale velocity. Therefore,
these two models described the flow better than the SSGS model.
For velocity fluctuations, none of the three models produced sat-
isfactory results. The SSGS model generally under-predicted the
velocity fluctuation, while the other two models over-predicted
this velocity fluctuation in the area near the air inlet. The discrep-
ancies among the results of the three models are large in the area
where there is a large gradient in mean velocity. The SSSS model
computed the small-scale velocity according to the mean velocity
gradient. The larger the mean velocity gradient is, the higher the
stimulated small-scale velocity becomes. Therefore, the velocity
fluctuation was also high.

Table 1 Computing time needed by different numerical schemes

Computer Alpha Cray T90 Cray T90
Workstation ~one Processor! ~14 Processors!

Time steps 100 250 60,000
Grid number 130334334 130334334 130334334 130334334
Conventional 796 s 1800 s 160 h
iteration code
FFT code 240 s 600 s 16 h 1.5 h

Fig. 4 Comparison of the computed mean and fluctuation velocity profiles with the experi-
mental data at x ÄH and 2H sections
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Table 1 compares the computational time used by the conven-
tional iteration method with the time used by the FFT method for
the case with a total grid number of 130334334. These compu-
tations were carried out on an Alpha workstation and a Cray-T90
supercomputer. The results produced from the Cray supercom-
puter show that the FFT method is ten times faster than the itera-
tion method. When comparing the FFT method results between
the Alpha workstation and the Cray supercomputer, the comput-
ing time per time step per grid cell was 231025 s on the work-
station, and 831026 s on the single-processor supercomputer.
However, for the iteration method results, it was 631024 s on the
workstation, and 831025 s on the supercomputer. Since FFT uses
double precision on the workstation, the computing speed of the
FFT method is only three times faster than the iteration method.
Since double precision is default on the supercomputer, computa-
tion with the FFT can reduce the computing time more signifi-
cantly than that with the iteration method.

4.2 Natural Convection. This investigation also studied
natural convection flow in a cavity, as shown in Fig. 5. Cheese-
wright et al.@19# measured the air velocity, temperature, and tur-
bulent energy in the cavity. Their experimental data were used to
compare with our numerical results. The cavity was 2.5 m high,
0.5 m wide, and 0.5 m deep. The left wall was heated to 68.0°C,

and the right wall was kept at 22.2°C. All the other walls were
insulated. Cheesewright et al.@19# noted that the cavity was not
well insulated.

Fig. 5 The mean airflow pattern and dimensionless air tem-
perature distribution in the middle section of the cavity.
„TÄ„tÀtc …Õ„thÀtc…, where t h and t c are the temperatures of the
hot wall and cold wall, respectively. …

Fig. 6 The computed mean profiles of „a… mean air velocity, „b…
turbulent kinetic energy, and „c… dimensionless temperature in
the mid-height of the cavity and the corresponding experimen-
tal data
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The computations used only one nonuniform grid distribution
in the x-direction. This nonuniform grid distribution is very im-
portant in obtaining the correct results, due to the sharp tempera-
ture gradient near the hot and cold walls. However, a limited
computer memory prevented the use of a uniform grid system in

x-direction since this would require many grids. The smallest grid
size close to the walls in thex-direction was only 0.005 m. They-
and z-directions used uniform grids, since the air velocity, tem-
perature, and turbulent kinetic energy varied only slightly in these
two directions, as shown in Fig. 5. Periodic boundary conditions
were applied in thez-direction. In addition, the computation used
the Boussinesq approximation to consider the buoyancy effect.
Surprisingly, two grid meshes (34334318 and 66366334)
used in the computations yielded the same results. Figure 5 shows
the computed mean airflow pattern and air temperature distribu-
tion in the middle section of the cavity, using the finer grid mesh.
The air temperature distribution is given for the dimensionless
temperature,T, which is defined asT5(t2tc)/(th2tc). In order
to identify the impact of the grid scale and the wall function on
the mean flow distribution, this investigation used two different
wall functions: the one-layer log-law wall function~1L!, and the
two-layer wall function~2L! from Wilcox @17#. Our results do not
show any significant difference between these two wall functions.

Figure 6 compares the computed mean profiles of air velocity,
turbulent kinetic energy, and air temperature with the measured
data at the mid-height of the cavity. In Fig. 6, the units of velocity
and turbulent kinetic energy are m/s and m2/s2, respectively. In the
LES simulations with the DSGS model, both wall functions were
used.

The results confirm that the three models produced similar
mean air velocity and temperature profiles. These results show

Fig. 7 The schematic of a two-person office with displacement
ventilation

Fig. 8 The „a… mean and „b… instantaneous airflow patterns in
the middle section of the office

Fig. 9 The „a… mean and „b… instantaneous airflow patterns at
the section near the side wall of the office
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that the wall functions had a small influence on the profiles of
mean temperature and velocity. The notable difference was found
in the vicinity of the walls, seen in the velocity and turbulent
kinetic energy profiles of Fig. 6. The mean velocity values calcu-
lated in the vicinity of the hot and cold walls were much greater
than the measured data, although the grid scale was very small,
and the computations used both wall functions. It seems that there
are some unknown reasons influencing the values of velocity in
this region. Further investigation is therefore necessary. In addi-
tion, Fig. 6~b! shows that the turbulent kinetic energy values ob-
tained by the DSGS model in the vicinity of the wall were greater
than the measured data. However, these values were closer to the
measured data in all other regions than those results obtained by
the SSGS and SSSS models. From these results, it can be con-
cluded that the damping of the DSGS model is smaller than that of
the SSGS and SSSS models. Therefore, the results of the DSGS
model were the best among the three subgrid scale models.

The computed mean air temperature was much higher than the

experimental data. The reason for this discrepancy is that the poor
insulation used in the cavity led to a significant heat loss in the
experiment. This condition also induced the asymmetry of the
measured mean air velocity. Therefore, the measured data was not
asymmetric due to the poor insulation on the cavity, and it was
incorrect.

4.3 Mixed Convection. The mixed convection study used
a displacement ventilation case that supplied cold air through the
diffuser in the lower part of a room, and exhausted warm air at the
ceiling level, as shown in Fig. 7. This is a practical case of ven-
tilation system design for a room. The room was 5.16 m long,
3.65 m wide, and 2.43 m high. This case presents a real scenario
of a two-person office with many heated and unheated objects,
such as the occupants, lighting, computers, and furniture. Yuan
et al. @20# measured the air temperature, air velocity, and tracer-
gas (SF6) concentration for the case. The tracer-gas was used to
simulate CO2 emissions from the two occupants. The temperature

Fig. 10 Comparison of the computed mean air velocity profiles with the experimental data at
five different locations in the room „mÕs…
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of the inlet airflow from the diffuser wastsup517.0°C, and the
ventilation rate was 183 m3/h. The total heat sources in the room
were 636 W. The measured data were used here to validate the
LES results.

According to the studies of forced and natural convection cases,
a very fine grid resolution did not provide more accurate results.
The coarse grid distributions are acceptable for engineering appli-
cations. In addition, this mixed convection case had smaller tem-
perature and velocity gradients in the flow domain so that it did
not need a very fine grid resolution. Hence, the current study used
a grid distribution of 66346334. The grid is quite coarse for
such a complex geometry. The grid distribution is nonuniform in
the y-direction, and uniform in the other two directions. The time
step used was 0.005 s over a 300 s period. With such a grid
resolution and time step, it is possible to calculate the mixed con-
vection case on an Alpha workstation with a single 21264 proces-
sor. The total computing time was about 30 hours.

The boundary conditions used in the study were as follows. The
log-law wall functions were used for all the solid surfaces. The

thermal boundary conditions for the surfaces were set as either
fixed temperatures or heat fluxes. At the air supply inlet, a uni-
form velocity and temperature profile was assumed and the turbu-
lence intensity was estimated to be 10 percent. The boundary
conditions for the exhaust were zero pressure and zero gradient
for all other variables.

Figure 8 shows the mean and instantaneous airflow pattern at
the middle section of the office. The cold air from the diffuser
moved downwards rapidly along the floor due to the buoyancy
effect. The mean airflow pattern showed a large and weak recir-
culation in the lower part of the room. In the upper part of the
room, there were some areas of recirculation caused by the ther-
mal plumes from the heated objects, such as the computers, occu-
pants, and overhead lights. The airflow pattern computed was
similar to that observed with the smoke visualization~Yuan et al.
@20#!.

The computed results shown in Fig. 8 illustrate a significant
difference between the mean and instantaneous flow patterns. The

Fig. 11 Comparison of the computed mean air temperature with the experimental data at five
different locations in the room „TÄ„tÀts… Õ„texhÀts…, tsÄ17.0°C, texhÄ26.7°C, where t s and t exh
are the temperatures of the supply and exhaust, respectively. …
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instantaneous flow is unstable, and the flow appears to be very
chaotic. This phenomenon can be found in another cross section
through the computer, as shown in Fig. 9. Note that the velocity
fluctuation in the office can be very high, even though the mean
velocity is very small. This is especially evident in the upper part
of the room. This information, which is normally not available
from turbulence modeling, is very important for thermal comfort
design.

In addition, the experiment has also measured the mean air
velocity with omni-directional anemometers. Figure 10 compares
the computed mean air velocity with the experimental data at five
locations in the office.Y/H50 corresponds to the floor surface,
andY/H51 to the ceiling surface. The bottom right figure shows
a floor plan where the five measuring locations are labeled. The
experiment observed a low frequency oscillation~2–5 minutes per

cycle!. The data were averaged in the measurements over a period
of a few seconds. Therefore, the experimental data appears rather
smooth. The three subgrid-scale models of LES predicted very
similar velocity distributions, except in the area close to the floor
at location 6. This difference can be attributed to the constant
coefficient used in the Smagorinsky model. Since the anemom-
eters are not suitable for low velocity measurements, the compari-
son is not conclusive. Nevertheless, the trend and the magnitude
of the velocity distributions are the same between the computed
results and the measured data.

Figure 11 shows the profiles of the mean air temperature at the
five positions in the room. All the computed results agree well
with the experimental data. The differences among the three
subgrid-scale models are generally small, although the SSSS
model seems to perform the best. The SSSS model estimated the

Fig. 12 Comparison of the computed mean tracer-gas „SF6… concentration distributions with
the experimental data at different locations in the room „ceÄ„cÀcs…Õ„ceÀcs…, ceÄ0 ppm, c s
Ä0.42 ppm, where c s and c e are the tracer gas concentrations of the source and environment,
respectively …
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small-scale temperature from the heat fluxes and the temperature
distribution. Since the temperature variation over time and loca-
tion was found to be not significant, these results suggest that the
air temperature is not very sensitive to the turbulence viscosity.

One important objective in studying indoor airflow is to predict
contaminant concentration distributions. Carbon dioxide is often
considered to be a contaminant. The experiment conducted by
Yuan et al.@20# used tracer-gas to simulate the carbon dioxide
from the two occupants. Figure 12 presents the computed tracer-
gas concentration distributions and the corresponding experimen-
tal data at five different positions in the room. The agreement
between the experimental data and computational results is poor.
This is because the diffusion process is very slow for this case.
The average of the results should be made over a long period of
time in order to obtain more accurate mean results. Our calcula-
tion for a total of 500 s is too short. Nevertheless, the three
subgrid-scale models are able to predict the trend and magnitude
of the concentration distributions.

5 Conclusion
This investigation used three subgrid-scale models of LES to

study forced, natural, and mixed convection flows in a room. The
three subgrid-scale models are the Smagorinsky~SSGS! model, a
dynamic model ~DSGS!, and a stimulated small-scale SGS
~SSSS! model ~also referred to as the deconvolution model in
some literature, such as@21#!. The LES used fast Fourier transfor-
mation ~FFT! as its numerical algorithm. The experimental data
from the three cases are used to validate the numerical results.
This study leads to the following conclusions:

1 The SSGS, DSGS, and SSSS models can be used for the
prediction of indoor airflow. The performance of the DSGS and
SSSS models was slightly better than that of the SSGS model. The
differences between the DSGS and SSSS models are small. For
building design, the LES models produce results with reasonable
accuracy.

2 Because the SSSS model has a solid mathematical and physi-
cal background, it deserves further attention. In the present paper,
the use of this model has been extended through the LES calcu-
lation of temperature and concentration.

3 The LES provides not only the mean flow parameters, but
also instantaneous airflow information. The instantaneous flow in-
formation is an important thermal comfort parameter, and it can-
not be easily obtained through turbulence modeling. Therefore,
LES is a promising tool for the next generation of building envi-
ronmental design.

All results show that the computational profiles of velocity and
turbulent kinetic energy in the vicinity of the wall are far different
from the measured data. Therefore, further investigation of this
problem is necessary.
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Nomenclature

a 5 coefficient in the difference Poisson equa-
tion

a,b,c 5 coefficients of stimulated
5 operator~see Eq.~18!!

C 5 species concentration; coefficient of dy-
namic model

CM 5 parameter in the eddy-viscosity model
Cs 5 Smagorinsky coefficient

Conv 5 convection term in the momentum equation

DC j 5 Cy i2Cȳ i species concentration flux
Diss 5 dissipation term in the momentum equation

G 5 filtering function
H 5 height
hi 5 xi 112xi
h 5 for the case of uniform grid
I 5 unit matrix

IM,JM,KM 5 total numbers of nodes in thex-, y-, and
z-directions

n 5 normal direction
i̊ 5 A21

Li j 5 Ti j 2 t̃ i j
Lx ; Ly ; Lz 5 stimulated operator in thex-, y-, and

z-directions
L 5 LxLyLz

Mi j 5 Ti j 2
d i j

3 Tkk522CD̃̄2u S̃̄u S̃̄i j

m 5 see Eq.~18!

mi j 5 t i j 2
d i j

3 tkk522CD̄2uS̄uS̄i j

p 5 pressure
S 5 source
Q 5 object function
qc 5 source term of concentration
S 5 tensor of deformation rate

Si j 5 component ofS,5
1
2 ( ȳ i , j1 ȳ j ,x)

T 5 dimensionless temperature
TT j 5 Ty i2T̄ȳ i heat flux
Ti j 5 ȳ iy j
˜ 2 ỹ i ũ j heat flux

Tkk 5 ( i 51
3

Tii

t 5 time; temperature
U 5 dimensionless mean velocity
u 5 a general flow parameter; component of

velocity in x direction
ur 5 dimensionless fluctuate velocity

u(x) 5 A function of x
ui* 5 value ofu(x) at xi

ū(x) 5 filtered function ofu(x)
u8(x) 5 u(x)2ū(x)

ūi 5 value of ū(x) at xi
v 5 component of velocity iny direction; scale

of velocity
ū i ,ū j 5 velocity components in thexi- and

xj -directions
ȳ i , j 5 ]ȳ i /]xj
xi 5 x coordinate ofith node;x15x; x25y; x3

5z
x,y,z 5 Cartesian coordinates

Greek letters

a,b 5 selected parameters in Eq.~39!
D 5 grid scale, filtering scale

Dt 5 time step
d i j 5 Kronecker symbol, ifi 5 j , it is 1, else 0

k 5 thermal diffusivity
kc 5 species diffusivity
r 5 air density
n 5 kinetic viscosity of fluid

nT 5 eddy-viscosity
t i j 5 Reynolds stresses

Subscripts

c 5 cold wall
e 5 environment

exh 5 exhaust
h 5 hot wall
i 5 component inxi direction
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m,n 5 indexes in thex-, y-phase space
n 5 normal component
s 5 supply or source

Superscripts

* 5 value of original function at node~see Fig. 1!; imagi-
native velocity in projection method

n 5 time level
( ), 5 filtered value with scaleD̄

( )̃ 5 and D̃
~ !8 5 small scale value
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Two-Equation Turbulence
Modeling for Impeller Stirred
Tanks
In this study, the predictive performance of six different two-equation turbulence models
on the flow in an unbaffled stirred tank has been investigated. These models include the
low Reynolds number k-e model of Rodi, W., and Mansour, N. N., ‘‘Low Reynolds
Number k-e Modeling With the Aid of Direct Simulation Data,’’ J. Fluid Mech., Vol. 250,
pp. 509–529, the high and low Reynolds number k-v models of Wilson, D. C., 1993,
Turbulence Modeling for CFD, DCW Industries, La Canada, CA., the RNG k-e model,
and modified k-v and k-e models which incorporate a correction for streamline curva-
ture and swirl. Model results are compared with experimental laser Doppler velocimetry
(LDV) data for the turbulent velocity field in an unbaffled tank with a single paddle
impeller. An overall qualitative agreement has been found between the experimental and
numerical results with poor predictions observed in some parts of the tank. Discrepancies
in model predictions are observed in the anisotropic regions of the flow such as near the
impeller shaft and in the impeller discharge region where the model overpredicts the
radial velocity component. These results are discussed and a strategy for improving
two-equation models for application to impeller stirred tanks is proposed.
@DOI: 10.1115/1.1384568#

Introduction
Computation of turbulent flow in an impeller stirred tank reac-

tor ~STR! can be a considerable challenge for existing turbulence
models. Factors contributing to this difficulty include the noniso-
tropic nature of the flow in a stirred tank, the complex geometry
of rotating impellers and the large disparity in geometric scales
present. In addition, the flow and turbulence encountered and pro-
duced by each blade are further complicated due to the fact that
the blade itself is riding in the wake of another blade.

Past work with modeling turbulent flow in STRs has been fo-
cused primarily on simplified computational analyses. This is not
surprising since the problem is quite complex geometrically and
the flow is unsteady. By far, the most popular simplified analysis
has been to use experimentally measured velocity and kinetic en-
ergy profiles at the impeller tip as boundary conditions to approxi-
mate the impeller. In this approach, the tank wall is the only solid
surface modeled. This simplified approach neglects the impeller
geometry and models the impeller region as a fictitious disk where
transport variables are input as inflow/outflow boundary condi-
tions. A multitude of applications employing this technique have
been reported in the literature. A few include Harvey and Greaves
@1#, Ranade and Joshi@2#, Ju et al.@3#, Kresta and Wood@4#,
Bakker et al.@5#, and Ducoste and Clarke@6#. Many other numeri-
cal results obtained using the technique have been reported
throughout the literature in the past few years.

Past attempts to eliminate the experimental~or empirical! input
in the CFD calculation have been primarily through the solution
of the high Reynolds number~Re! k-e transport equations and the
use of wall functions to model turbulent boundary layers on the
impeller and tank surfaces. Use of this technique eliminates the
numerical difficulties associated with the low-Rek-e models
where thek ande equations are integrated all the way through the
viscous sublayer to the surface of a solid wall. Typical industrial
sized STRs are large and often contain multiple impeller configu-
rations. The grid resolution required for the application of low-Re

turbulence models can be excessive and therefore high-Re turbu-
lence models with wall functions are typically used in simulations
performed by industry.

While wall functions in the high-Re models alleviate the prob-
lems with grid resolution, their applicability may be questioned
under certain flow conditions. As an example, at impeller sur-
faces, boundary layers are not fully developed before trailing edge
separation occurs, and the use of wall functions in these regions of
the tank is clearly questionable. Dong et al.@7#, presents results
using a popular commercial CFD package~FLUENT! and the
standardk-e model with wall functions to model the flow result-
ing from a paddle impeller in an unbaffled tank. The model pre-
dicts the overall features of the flow satisfactorily. However, the
tangential velocities are underpredicted near the shaft and the im-
peller discharge velocities are significantly overpredicted.

Harvey et al.@8# have focused exclusively on modeling laminar
flow in STRs. Their approach is to represent the geometry pre-
cisely using a generalized coordinate system, eliminating the need
for experimental input of boundary conditions. Wechsler et al.
@9#, have extended this technique to turbulent flows and it is used
in the present work. Six two-equation turbulence models are ap-
plied to the flow generated by a paddle impeller in an unbaffled
tank and investigated experimentally by Dong et al.@10#. The
experimental configuration consists of a single set of eight blades
with a rotation speed of 100 rpm. This corresponds to a Reynolds
number~based on impeller diameter and the mean velocity at the
tip of the impeller! of 3273. The goal of this study is to provide a
detailed investigation of the predictive capabilities of two-
equation turbulence models to predict the flow in STRs. The flow
field and turbulence quantities have been computed throughout the
tank and ad hoc models for the impeller region have not been
used. As a first step, an unbaffled tank is tank considered to avoid
the complexities induced by side wall baffles.

Note that only the Reynolds-averaged Navier-Stokes equations
are solved to provide predictions of the time-averaged velocity
and turbulence quantities. The effect of velocity fluctuations due
to turbulence or large scale unsteady structures on the time-
averaged quantities, is essentially represented by the turbulence
model for the Reynolds stresses. The accuracy of the predictions
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of the mean statistics depends on how well these models capture
the effect for the flow fluctuations~over the entire spectrum of
scales!.

The turbulence models considered in this study include the low
Reynolds number~LKW ! and high Reynolds number~HKW! k-v
models of Wilcox@11#, a low Reynolds numberk-e model~LKE!,
an RNGk-e model ~RNG!, and modifiedk-v ~MKW ! and k-e
~MKE! models which use a correction for streamline curvature
and swirl.

The LKW, HKW, and the MKW models consist of transport
equations for turbulent kinetic energy,k, and specific turbulent
dissipation,v. The low Reynolds numberk-e model ~LKE!,
modifiedk-e model ~MKE!, and the RNGk-e ~RNG! consist of
transport equations for turbulent kinetic energy,k, and turbulent
dissipatione. The values ofk andv or e are then used to compute
the eddy viscosity,n t . Low Reynolds number models require ad
hoc damping functions at a solid boundary to insure the correct
profile for the eddy viscosity near the boundary. The LKE, LKW,
and MKE models integrate the transport equations for turbulence
quantities all the way to the impeller surfaces. Thus, the boundary
layer and its spatial growth rate are computed as part of the solu-
tion. The value ofy1 at the first grid point off the wall was less
than 1.0 for all of the computations. The RNGk-e model uses a
two-layer zonal model for computinge near solid boundaries.

It should be noted that the present study is the first comparative
study of the application of low-Reynolds number turbulence mod-
els ~LKE, LKW, MKE, MKW ! to STRs. Further, in the MKE and
MKW models we have investigated the effect of adding specific
swirl and curvature corrections and their application to STRs in
the low-Reynolds formulation are also unique.

In the next section, a brief overview of the time-averaged
Navier-Stokes equation solver is presented followed by an over-
view of each of the turbulence models. In the Results section, the
models are tested for the flow in the unbaffled stirred tank studied
experimentally by Dong et al.@10#.

Mean Flow Equations
The mean flow equations are the steady incompressible Navier-

Stokes equations written in a generalized coordinate system.
These equations are solved in a rotating frame of reference, and
therefore, centrifugal and Coriolis force terms appear in the mo-
mentum equations.

The coupling between the velocity and pressure fields is accom-
modated through the use of the pseudocompressibility technique
~Rogers et al.@12#! which introduces a pseudo-time derivative of
pressure in the continuity equation. Solutions to the resulting hy-
perbolic equation set are obtained by marching in pseudo-time
and driving the pressure derivative to zero. Details on the flow
equations and their numerical solutions can be found in Rogers
et al. @8#.

Turbulence Models

k-e model „LKE …. Thek-e model is the most popular of the
two-equation models and has produced qualitatively satisfactory
results for a number of complex flows. The low Reynolds number
k-e ~LKE! model solves a transport equation for turbulent kinetic
energyk and a transport equation for the isotropic part of dissipa-
tion ẽ which, unlikee, goes to zero at the wall. Damping functions
f m , f 1 , f 2 , and f 3 of Rodi and Mansour@13# are used to account
for the near-wall effects. Note that Rodi and Mansour@13# used
Direct Numerical Simulation~DNS! data to curve-fit the model
coefficients and expressions, and have presented their model as an
improvement over other competing models. This model has not
been used for predicting STR flows in the past. The incompress-
ible form of the equations is:
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The near-wall damping functions and model constants are defined
by:

f m512exp~20.0002 Rey20.00065 Rey
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whereP is the production of turbulence and Ret and Rey are tur-
bulence Reynolds numbers. The functionsE andD represent near-
wall effects and are defined by:
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Note that in this model the introduction of the functionf 3 and
the curve-fitted expression forf m are based on DNS data, and
according to Rodi and Mansour@13# represent improvements over
the conventional low Rek-e models. The constant 0.3 appearing
in the expression was based on a sensitivity study and appeared to
be the best choice.

Modified k-e Model „MKE …. The modified k-e ~MKE!
model is similar to the above LKE model except that thee equa-
tion has been modified using the gradient Richardson number cor-
rection. The newe equation becomes:
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ẽ2

k

1
]

]xj
F ~n1sen t!

]ẽ
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anduu is the tangential component of velocity.
The gradient Richardson number represents the ratio of an ap-

parent body force acting on a fluctuating, or displaced fluid ele-
ment, to a typical inertial force Sloan et al.@14#. A positive gra-
dient will tend to produce a positive Richardson number which
will increase the dissipation rate and decrease the kinetic energy
and eddy viscosity. A negative gradient will tend to produce a
negative Richardson number and increase the kinetic energy and
eddy viscosity.

RNG k-e Model „RNG…. The RNG-basedk-e ~RNG! model
follows the same framework as other two equation models but
uses Renormalization Group methods, Yakhot@15#. The model is
said to provide improved predictions of near-wall flows and flows
with high streamline curvature. The RNG model along with a
two-layer zonal wall function approach was recommended by
FLUENT @16# for predicting the flow in STRs. The governing
equations and the two-layer wall function model are:
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whereR in the e equation is given by:
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with h5Sk/e, and S is the modulus of the mean rate-of-strain
tensor,h054.38,b50.012. The model constants are:

Ce151.42, Ce251.68, sk51.393, se51.393

The two-layer zonal model splits the domain into a viscosity-
affected region and a fully turbulent region. The two regions are
divided by the turbulent Reynolds number, Rey . In the viscosity-
affected region (Rey,200), the one equation model of Wolfstein
@17# is used. In the one-equation model the momentum andk
equations are solved bute and the eddy viscosityn t are computed
using the following expressions.

e5
k3/2

l e
, n t5CmAklm

The length scalesl e and l m are defined as:
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k-v Model „LKW …, „HKW …. Unlike the k-e model, it is
easier to prescribe the boundary conditions in thek-v model. We
know thatk50 on solid boundaries, andv can be specified at the
first few grid points away from the wall asv56n/by2 Wilcox
@11#. The resulting equations fork, v, andn t are:
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The model constants for the HKW model are:

sk50.5, sv50.5, b50.075, b* 50.09, k50.41, a5
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,
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For the LKW model the constants are:
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The HKW and LKW models both integrate the transport equa-
tions fork andv all the way to the wall, but the HKW model has
been shown to be asymptotically inconsistent with the expected
behavior of k and dissipation,e5b* vk, approaching a solid
boundary Wilcox @11#. Also the HKW model, like most two-
equation models, predicts transition from laminar to turbulent at a
critical Reynolds number, Rec'8100, which is much lower than
the minimum critical Reynolds number, Rec'90,000, which Wil-
cox derived using linear-stability theory of a Blasius boundary
layer. The LKW model tries to remedy these problems by using
functional closure coefficients instead of constant coefficients.

Modified k-v Model „MKW …. The modifiedk-v ~MKW !
model is similar to the above LKW model except that thev equa-
tion has been modified using the gradient Richardson number and
a correction formulated by Bardina~cited in Reynolds@18#.! Both
of these corrections are designed to enhance dissipation in the
presence of stabilizing curvature. A more detailed discussion of
these corrections will be given in the next section. The newv
equation becomes:
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In the above expressionur and ua are the radial and axial com-
ponents of velocity.

The Bardina correction is based on the assumption that rotation
appears to trap the energy in the large scales, organize the fluc-
tuations into more coherent eddies, and decrease the cascade of
energy transfer to the small eddies. The correction is defined asz
and is the square root of the scalar product of the mean vorticity
vectors contracted with itself. Third-order upwind differencing
was used for the convective terms and second-order central dif-
ferencing used for the viscous terms. Thek ande or ~v! equations
were solved in a coupled manner using a GMRES solution proce-
dure.

Results and Discussion

Reactor Geometry and Operating Conditions. The flow in-
vestigated experimentally by Dong et al.@10# is chosen in the
present work to study the performance of the turbulence models
for flow in stirred tanks. These experiments are chosen primarily
due to the absence of baffles in the experiments, which greatly
simplifies the computational problem. Thus, the turbulence mod-
els can be evaluated without the need for simulations involving
sliding meshes.

Detailed measurements of all three components of the mean
velocity and the rms velocity is reported in the paper by Dong
et al. @10# for two different configurations in an unbaffled stirred
tank with a diameter/height ratio of 1. In case 1, a 2.5 cm diameter
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paddle impeller is positioned at mid-height in the tank. In case 2,
the impeller is positioned at 1/3 of the tank height from the bottom
of the tank. These configurations, along with the remaining di-
mensions, are shown schematically in Fig. 1. In both cases the
impeller rotational speed is 100 rpm and the kinematic viscosity,
n51026 m2/s. This corresponds to a Reynolds number, Re
53273.

The computational results were circumferentially averaged and
compared with the time averaged data of Dong@10#. In the ex-
periments, measurements of mean and fluctuating velocity were
taken using a sampling rate which was much greater than the
frequency of a blade passage time. Circumferential averaging is
equivalent to time averaging in STR flows without baffles since
each circumferential location represents the blade location at some
instant in time.

The calculations were performed on a three-dimensional com-
putational domain using a fixed grid consisting of an overlapping
multi-block grid topology. The grids used for case 1 and case 2
are shown in Fig. 2. The computational domain consists of one of
the eight regions between neighboring blades of the impeller. This
p/4 circumferential slice is discretized into 6 different grid zones,
each of which overlaps with its neighboring zones using a Chi-
mera approach. Zone 1 describes the region directly between the
two impeller blades. Zones 2 and 3 sit directly underneath and
overhead, respectively, of the impeller zone~zone 1!. Zone 5 rep-
resents the discharge region of the impeller and is made finer than
the surrounding zones. Zones 4 and 6 extend from the impeller
blade tips out to the tank wall and sit underneath and overhead,
respectively, of zone 5.

Boundary conditions for faces of zones, which are not physical
boundaries of the domain, are obtained using a trilinear interpola-
tion procedure from points interior to neighboring zones. The tri-
linear interpolation is applied at the Chimera interfaces to update
the solution.

A primary reason for the selection of this particular grid topol-
ogy is that clustering of the grid at all solid surfaces can take place
efficiently without the need for propagating the clustering into the
far-field. In addition, specific regions of the grid can be made finer
than other regions. This topology can be stacked end-on-end for
multiple impeller applications.

A grid independence study was performed using the MKE
model for case 1. The tangential and radial velocity profiles are
presented in Fig. 3 for coarse, medium, and fine grid solutions and
indicate that the computed results are grid independent. Note that
in going from the coarsest grid to the finest grid, the number of
grid points has been increased nearly four times~94,500–338,000
points!. Different levels of grid refinement have been imple-
mented in different zones, with the highest refinement in the re-
gions with the largest gradients. The results in this study are based
on the fine grid computations.

Numerical Results. Kresta@19# has given a clear overview of
the turbulence characteristics and some modeling challenges asso-
ciated with STRs. Papers by Kresta and Wood@20#, Fort and
Makovsky @21#, Zhou et al.@22#, and Jaworski et al.@23# show
that all three time averaged rms velocity components are approxi-
mately equal close to the blades, and the assumption of local
isotropy is valid. Experiments by Hockey and Nouri@24# show
that in the outer impeller region away from the blade this is not
the case. Experiments by Brodkey@25# indicate that local isotropy
may exist if the local Reynolds number Rel ~based on the turbu-
lent length scalel and the fluctuating velocity! is greater than
800, while Sreenivasan@26# indicates that local isotropy may exist
for Rel550. Kresta@19# also indicates that in the impeller region
Rel is approximately 200–400 for typical experimental condi-
tions. In the remainder of the tank, Rel is approximately 60–150.
Thus, regions of the flow near the impeller blades may exhibit
isotropy, while other regions may be anisotropic, and the present
results will shed light on the ability of the two equation models to
accurately predict such a flow field. It is also uncertain if conven-
tional two-equation models can capture the dynamics associated
with the vortex shedding from the blades. Stoots and Calabrese
@27# have shown that for a Rushton blade these vortices are well
defined and have a diameter of orderD/10, whereD represents
the diameter of the impeller. The current blade configuration is a
paddle blade which produces similar flow characteristics as the
Rushton impeller. It is believed these vortices have a large influ-
ence on the turbulence energy and dissipation in the impeller re-
gion. Since traditional turbulence models are calibrated against
simpler flows, their performance in more complex flows have
been mixed.

Large scale, low-frequency motions in the flow have also been
investigated by Kresta et al.@28#. The experiments show that the
pitch-blade turbines are more susceptible to these low-frequency
motions than are Rushton blade turbines. As stated before, the
present tank configuration is a paddle blade which exhibits flow

Fig. 1 Experimental setup of Dong

Fig. 2 Topology and computational grid for case 1 „left … and
case 2 „right …
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characteristics similar to the Rushton impeller, and therefore these
low-frequency motions are unlikely to be important in the present
flow.

Figure 4 shows the computed mean velocity field for both cases
using the modifiedk-e ~MKE! model. Predictions for all six mod-
els studied look qualitatively similar. The predicted flowfield is
dominated by a radial jet emanating from the impeller which pro-
duces two major circulating regions in the tank, one above and
one directly below the impeller. The two recirculating eddies are
roughly symmetrical in Fig. 4, but the presence of the lower
boundary surface leads to considerable asymmetry in case 2.

In Fig. 5 the tangential velocity component is compared with
the experiment for cases 1 and 2. The tangential velocity in the
impeller discharge region is accurately predicted by each model.
However, near the shaft, above and below the impeller, the tan-
gential velocity is severely underpredicted. It is also apparent that
the k-v model predictions near the shaft are better than thek-e
model predictions. This is presumably associated with the addi-
tional overprediction of the discharge velocity in the impeller re-
gion in the k-v model predictions. In STR flows the angular

momentum decreases in the radial direction and the flow has fea-
tures similar to that of a free vortex~where swirl enhances turbu-
lence!. The recirculating flow leads to streamlines with concave
curvature in thej-h plane near the shaft, which destabilizes tur-
bulence. These complex effects are not properly represented by
the turbulence models, which partly contributes to the poor per-
formance observed.

Damping functions, which are needed by most two-equation
models to accurately predict near wall turbulence, are formulated

Fig. 3 Velocity profiles for grid independent study

Fig. 4 Computed mean velocity field, modified k -e, case 1
„left …, case 2 „right …

Fig. 5 Computed tangential velocity
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for wall bounded flows or flows with moderate separation. For
flows of this nature, the turbulent Reynolds number, Ret5k2/ne, is
significant in the boundary layer region close to the wall and
negligible in the freestream region away from walls. In more com-
plex flows such as the flow in stirred tanks, Ret can vary in mag-
nitude along the tank walls and in the outer flow field. In these
more complex flows the traditional damping functions are ill-
suited and near wall turbulence may not be computed accurately.
Near the shaft, the computed Ret is not very large; thus, low
Reynolds number effects in this region may not be represented
properly. It seems as though all of the models, except for the
HKW model, predict relaminarization of the flow near the shaft,
which is not shown by experiments. This would cause the tangen-
tial velocity near the shaft to be underpredicted as observed in the
current calculations. In the outer tank regions, above and below
the impeller discharge, the tangential velocity is overpredicted.
This is caused by an overprediction of the eddy viscosity in the
outer region of the tank. The streamline curvature near the outer
tank wall stabilizes turbulence. Since the models cannot represent
these complex effects the eddy viscosity is overpredicted.

Figure 6 shows the computed radial velocity profiles compared
with experimental data for cases 1 and 2. We can see that at
z/r b54 ~impeller discharge region for case 1! and atz/r b52.4
~impeller discharge region for case 2!, the radial component of
velocity has been overpredicted by each model. This overpredic-
tion of radial velocity is caused by an underprediction of the eddy
viscosity in this region, which leads to a reduction of the lateral
spreading rate of the impeller discharge. The experiments of Dong
@12# show anisotropic turbulence near the shaft and in the impeller
discharge region for case 1 and case 2. The curvature induced
modifications to thee-equation~given in Eq.~2!! and the correc-
tion to thev-equation~given in Eq.~3!! appear to move the radial
velocities in the right direction. The MKE model seems to show
more of an overall improvement to the predictions for case 2 than
for case 1, especially in the impeller discharge region. This is

probably a result of the fact that the experiments of Dong@12#,
show that the level of anisotropy in this region for case 2 is
slightly less than in case 1. At other axial locations, the radial
velocities are considerably smaller in magnitude, and the agree-
ment with the predictions is more satisfactory.

The predictions and experimental data for the axial velocity are
shown in Fig. 7. The experimental data indicates that the impeller
discharge is projected slightly downwards. The models do not
seem to predict this downward projection accurately. Dong@7#
indicated that the flow condition in the impeller stream and close
to the rotor shaft changes rapidly downstream so that relaxational
effects and stress convection may be important in the downstream
region. Two equation models cannot correctly account for these
effects. This is reflected by the significant overprediction in the
axial velocity components. The extent of overprediction in Fig. 7
is directly correlated with the overpredictions of the radial veloci-
ties seen in Fig. 6. The LKW model shows the highest level of
axial velocity overprediction. It should be noted that thek-e mod-
els show lower levels of overprediction.

The turbulence kinetic energy profiles are shown in Fig. 8 for
case 1 and case 2. As noted earlier, the predictions in the impeller
jet region and near the shaft are rather unsatisfactory, and reflect
the inability of the damping functions to properly represent low
Reynolds number effects near solid walls. Inaccurate turbulent
predictions by two-equation models can also be caused by im-
proper representation of the streamline curvature. Two-equation
models have been known to fail to reproduce, even qualitatively,
several important features of swirling flows such as velocity com-
ponent decay, jet spreading rate or diffusion rate, degree of en-
trainment, and kinetic energy levels. Near the impeller shaft in a
stirred tank, the flow is highly curved and if the models are not
suitably corrected for curvature then they will not produce accu-
rate results.

In the present study, the gradient Richardson number is used in
the modifiedk-e model to account for swirl effects, while both the

Fig. 6 Computed radial velocity profiles, case 1 „left …, case 2
„right … Fig. 7 Computed axial velocity profiles, case 1 „left …, case 2

„right …
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gradient Richardson number andz-correction are used together in
the modifiedk-v model. It was found that thez correction helped
to increase the kinetic energy in the impeller region of the tank
and the gradient Richardson number correction increased the ki-
netic energy near the shaft. From Fig. 8 we see that the LKE
model predicts the kinetic energy fairly accurately in the impeller
discharge region. The kinetic energy near the shaft is not accu-
rately predicted which motivates the present use of the gradient
Richardson number correction in Eq.~2! leading to the MKE
model. Some improvements in the shaft region are noted in the
MKE predictions, but thek-values in the impeller discharge re-
gion are now overpredicted.

The LKW and HKW models underpredict the kinetic energy in
the impeller discharge region and near the shaft. The MKW model
therefore incorporates the gradient Richardson number and
z-correction together. Although these corrections improved the
kinetic energy predictions slightly, they did not show a significant
global improvement to the results. These corrections are not uni-
versal and have been formulated for simple turbulent flows, not
for complex flows such as the flow in stirred tanks.

Ducoste and Clark@6# report that vortices trailing from the
impeller blades affect the local energy dissipation in the impeller
region. In their simulations, they contribute this to their poor pre-
dictions of dissipation. We believe that the trailing vorticies also
contribute to the poor predictions of kinetic energy in the impeller
region for both case 1 and case 2. Ducoste and Clark@6# do not
observe this because they have modeled the impeller region as a
disk with experimental velocity and kinetic energy profiles as
boundary conditions in this region. Thus their experimental profile
for kinetic energy has already accounted for the additional dynam-
ics of the trailing vortices, but they do not have experimental
profiles for dissipation. In our simulations there are no ad hoc
modeling of the impeller region, rather the velocity and turbulent
quantities at the impeller discharge are computed in the same
manner as in the bulk of the tank.

Figure 9 show the eddy viscosity computed using the LKE, the
MKE, the LKW, and the MKW models. The LKE model shows

high values above and below the impeller blades. Relatively lower
values of the eddy viscosity are observed adjacent to the shaft and
in the impeller region. The low values adjacent to the shaft are
responsible for the underprediction of the tangential velocities by
the LKE model. The curvature corrections, represented by the
MKE model, appear to appropriately enhance the eddy viscosity
in the impeller discharge region as well as the region around the
shaft. However, the eddy viscosity in other regions appears to be
enhanced as well. The LKW model also shows similar eddy vis-
cosity trends as the LKE model, except that the eddy viscosity
values are somewhat smaller than those predicted by the LKE
model. The MKW model, incorporating both Richardson number
andz-corrections, significantly enhances the eddy viscosity in the
impeller discharge region. This explains the significant improve-
ments in the radial velocities observed with the MKW model.

It is difficult to determine which model produces better predic-
tions. If the impeller region is not predicted accurately, then the
models will produce poor predictions in the remainder of the tank.
For this reason, most researchers have prescribed experimental
boundary conditions for the impeller region. Sahu et al.@29# have
shown that if experimental boundary conditions are prescribed,
then two-equation models will accurately predict the flow in the
bulk of the tank. Therefore, one way to quantify the error between
models is by analyzing the difference between the model predic-
tions and experiments in the impeller region. Tables 1 and 2 con-
tain the rms error of the results in the impeller region for both case
1 and case 2, respectively. The turbulent kinetic energy and mean

Fig. 8 Kinetic energy profiles, profiles, case 1 „left …, case 2
„right …

Fig. 9 Eddy viscosity contours, „a… LKW, „b… MKW, „c… LKE, „d…
MKE model
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velocity are compared with the mean kinetic energy in the impel-
ler region. Table 1 indicates that atz/r b54, the HKW model
produces the best prediction of radial velocity. However, this best
prediction overpredicts the radial velocity by a factor of two close
to the blade. Wilcox has shown that the HKW model fails to
predict the sharp peak of kinetic energy near solid walls. This
leads to an underprediction of the kinetic energy near the blade
surface which can be observed atz/r b54 in Fig. 8. This under-
prediction of kinetic energy causes an underprediction of eddy
viscosity, which in turn causes the radial velocity to be overpre-
dicted. There are three damping functions in the LKW model:b*
in thek-equation,s in thev-equation, ands* in the eddy viscos-
ity formulation. The damping functionb* is formulated to in-
crease the kinetic energy near solid walls. Atz/r b54 in Fig. 8 the
kinetic energy predictions by the LKW model are similar to the
predictions by the HKW model. This indicates thatb* is probably
ill-suited for the complex flow in the impeller region since the
kinetic energy is not increased near the blade surface. The damp-
ing function s is formulated to increase the dissipation near the
wall so that the increased kinetic energy does not cause the eddy
viscosity to become overpredicted. A similar purpose is served by
s* , which also helps to reduce the eddy viscosity near the wall.
Turning attention back to Fig. 6, it can be seen that the largest
overprediction of radial velocity atz/r b54 is produced by the
LKW model. This indicates that although the kinetic energy is
similar to the HKW model in this region, the eddy viscosity has
been severely overdamped near the impeller blade surface causing
the increased overprediction of radial velocity. This suggests that
eithers has caused the dissipation to be excessively overpredicted
near the blade surface, ors* has overdamped the eddy viscosity
near the blade surface. Similar arguments can be made about the
damping functions in the other models. As stated above, the rms
error for the radial velocity prediction of the~HKW! model is low
compared with the other models, but the rms error in the kinetic
energy for the~HKW! model is high compared with the other
models. This means that there must be significant error in the
dissipation rate computed by the~HKW! model. Experimental
data for turbulence dissipation is needed for a better assessment of
the relationship between the the turbulence predictions and the
velocity predictions. The combination of the ill-suited damping
functions and the inability for two-equation models to accurately
predict anisotropic turbulence, causes poor predictions of velocity
and turbulence quantities in the impeller region.

From Table 1, it can be seen that the lowest rms error forur ,
uz , uu , andk corresponds to the HKW, MKE, LKE, MKE, and
LKE models, respectively. From Table 2, the MKE model has the
lowest error inur , while the LKE model has the lowest error in

uz , uu , andk. Based on this simplistic measure of error, it ap-
pears that the LKE model provides the best description of the
flowfield.

Nonlinear models have allowed more accurate predictions of
the turbulence quantities in nonisotropic regions of some flows
without introducing any additional differential equations. Nonlin-
ear models are usually numerically stiff compared with linear
models, but would probably produce more accurate predictions of
turbulent quantities in STRs, especially in the impeller discharge
region.

Durbin @30# proposed a new elliptic relaxation model for the
strongly inhomogeneous region near the wall in wall-bounded tur-
bulent shear flows. Thek-e models fail to predict near wall tur-
bulence becausek2/e has the wrong profile as a function ofy1

near the wall. Durbin@30# suggests that the velocity scale near the
wall is not k but v2, where v2 is the variance of the normal
component of turbulent velocity. In Durbin’s V2F model, the
eddy viscosity is described asn t5Cmv2T instead of as in the
traditional k-e model formulation, and the model can be inte-
grated all the way to the wall without any ad hoc damping func-
tions. Verzicco et al.@31# applied the V2F model to the STR of
Dong @12#. Their simulations show that the V2F model performs
well near the shaft compared with the standardk-e model, but
overpredicts the radial velocity in the impeller region. They also
show that the turbulent kinetic energy is underpredicted in the
impeller swept region.

Applying a nonlinear version of thek-e-v2 model is the subject
of current research to improve predictions in stirred tank flows.

Concluding Remarks
The flow in an unbaffled stirred tank is investigated numerically

using six different two-equation turbulence models. The mean ve-
locity fields computed using the six models are compared with
experimental LDV data. This is the first study on STR’s which
examines the performance of DNS-based low-Rek-e models and
the performance of low-Rek-v models.

Specific observations made in this study are: 1! The radial ve-
locity component in the impeller discharge region is overpredicted
by each of the models. 2! The tangential velocity component in
the impeller discharge region is predicted well by the models, but
is underpredicted near the shaft. 3! The LKE model is the only
model which produces reasonable kinetic energy predictions in
the impeller discharge region.

Each model captures the qualitative circulation patterns in the
STR. However, all of the models overpredict the mean radial dis-
charge of the impeller due to an underprediction of the eddy vis-
cosity. The experiments of Dong@9#, show that the flow in this
region is nonisotropic. To account for the nonisotropy in the flow,
more sophisticated turbulence models must be employed. The re-
cent work at CTR@31# suggest that more than one blade segment
on the impeller must be modeled to capture the effects of neigh-
boring blade vortex interactions.
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Effect of Body Aspect Ratio and
Tank Size on the Hydrodynamics
of a Rotating Bluff Body During
the Initial Spin-Up Period
Hydrodynamic torque measurements on rotating bluff bodies are presented for 32 differ-
ent bodies and three different sized tanks for Reynolds numbers in the range 104–105.
The present results focus on the initial period, build-up regime, where the torque remains
constant before the tank walls have impacted the flow field in the vicinity of the body. The
results show that during the build-up regime, the torque coefficient is a function only of
the aspect ratio and increases to a maximum at an aspect ratio near unity, followed by a
decrease for further increases in the aspect ratio. This behavior is similar to a uniform
flow past rectangular cylinders of varied width and a physical description for the ob-
served variation is proposed. A nondimensional time scale describing the time until the
tank geometry impacts the flow field near the body is also presented. This time scaling is
based on all of the measurements and appears to be quite general, predicting the spin-up
time for bodies differing in volume by three orders of magnitude and tanks differing by
two orders of magnitude.@DOI: 10.1115/1.1383550#

1 Introduction
Forces on immersed bluff bodies due to flow past them has long

been of fundamental interest in the study of fluid dynamics. Such
measurements are critical in the design and development of ob-
jects subjected to fluid mechanic loading. They are also critical in
describing the associated flow field. Uniform flow past bluff bod-
ies is a mature area. However, a related area has received rela-
tively little attention in the literature. This area is the fluid me-
chanics associated with a rotating bluff body. Rotating bluff body
flows are significantly different from flow fields caused by uni-
form flow past a bluff body. The primary differences are that the
rotating body drives the flow, the body rotates through a self
generated wake, the primary fluid direction is rotational, and a
secondary flow is induced by the body rotation. For bounded
flows ~rotating bodies in a tank! the tank geometry is also
important.

Much of the previous work related to bluff body flows has been
in the broad area of stirred mixing tank flows. Of particular inter-
est has been the effects of different impeller types on the flow
field characteristics@1–5#, the turbulence level in the bulk flow
and in the impeller stream@6,7#, and scale up of geometrically
similar tanks @8,9#. A somewhat standard geometry for stirred
mixing tanks operating in the turbulent regime was adopted by the
early 1960s and continues to exist as the standard. Consequently,
much of the literature addressing stirred tanks has focused on
impeller and tank geometries similar to this standard. For most
studies in the literature the aspect ratio~impeller height/impeller
radius! ranges between 0.32 and 0.50, also, the ratios of impeller
radius to tank radius and impeller height to tank height are typi-
cally between 0.33–0.5 and 0.05–0.07, respectively@10#. In addi-
tion, most studies have focused on unidirectional rotation without
addressing the spin up transient.

The power required to rotate an impeller in a mixing tank is the
product of the hydrodynamic torque and the rotation rate,V. At

steady state the power is balanced by the rate of energy dissipa-
tion within the tank. During spin-up from rest, however, the mea-
sured torque is indicative of the different fluid mechanic regimes
which exist in the transient process. Recently Maynes et al.
@11,12# characterized the spin-up of an initially quiescent fluid in
a tank due to the rotation of a bluff body~square impeller with a
large aspect ratio!. For spin-up of a bluff body from rest, three
distinct temporal regimes were observed. The first regime was
termed the build-up regime. In this regime, the hydrodynamic
torque on the bluff body, and velocity fluctuations of the tangen-
tial velocity in the bulk flow remain relatively constant. The ef-
fects of the tank walls have not yet affected the flow near the body
and the behavior is similar to what would occur if the body were
rotated in an infinite fluid. The second regime was termed the
decay regime. In this regime, the torque and velocity fluctuations
decay with power law relations. The decay of the torque and the
velocity fluctuations occur because, after some characteristic time,
the effects of the tank walls impact the flow behavior near the
rotating body. Decay continues until steady state is reached which
is the third regime. At steady state, the average torque and the
velocity fluctuations level off to approximately constant values. In
this regime, the momentum added to the fluid by the rotating body
is balanced by the destruction of momentum at the tank walls.

These previous rotating bluff body studies@11,12# were impor-
tant with regards to the evolution of the flow field from rest. They
were also leading in the development of a time scaling that de-
scribed the temporal evolution of the flow field. However, this
previous work presented torque measurements for only seven
bluff bodies in a single sized tank and no other data can be found
in the literature describing the torque or power requirements for
impeller geometries during the build-up regime. Thus the focus of
this paper is to present results that quantify the behavior of the
torque over a large range of aspect ratios, body size to tank size
ratio, and for three very different sized tanks. The results corre-
spond to a Reynolds number range of 104– 105. Specifically this
paper will focus on the build-up regime or the initial rotation
period before the effects of the tank walls have impacted the flow
field. Another paper will focus on the decay dynamics and the
steady state regime. Insights into how the flow field, during this
initial period, depends on the above parameters will be addressed

1Author to whom correspondence should be addressed.
Contributed by the Fluids Engineering Division for publication in the JOURNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
May 16, 2000; revised manuscript received March 30, 2001. Associate Editor:
D. R. Williams.

Copyright © 2001 by ASMEJournal of Fluids Engineering SEPTEMBER 2001, Vol. 123 Õ 649

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and the previously developed time scaling by Maynes et al.@12#
will also be re-evaluated in light of the now much more extensive
data.

2 Methodology

2.1 Tank Sizes and Body Geometries Employed.Experi-
ments were conducted in three different tanks, the radius’ of the
tanks wereR50.457 m, 0.294 m, and 0.105 m. The correspond-
ing heights for these tanks, and the tank aspect ratios, wereH
51.52 m(H* 5H/R53.33), 0.42 m (H* 51.43), and 0.254 m
(H* 52.42).

The characteristic length,L, of the bluff bodies utilized was
defined to be the distance from the center of the body out to a
corner in a horizontal plane. The aspect ratio of the body is the
ratio of the body height overL. In the small tank, 10 different
bluff bodies were used, ranging in aspect ratio from 0.42–2.83
with L values of 0.041–0.071 m (L* 5L/R50.39– 0.68). In the
medium tank, fourteen bluff bodies were used. These bodies var-
ied in aspect ratio from 0.35–4.24 whereL varied from 0.041–
0.11 m (L* 50.14– 0.374). In the large tank, seven bodies were
used ranging in aspect ratio from 0.71–15.9 withL varying be-
tween 0.06–0.32 m (L* 50.13– 0.67). All of the bodies were
square in cross section. Table 1 lists the bluff bodies used, the
dimensions for each, the Reynolds number range (Re5VL2/n) for
each, and the tank in which it was used. The fluid used was water
at approximately 20°C. For all experiments, the tank was com-
pletely filled so that a free surface did not exist.

2.2 Experimental Setup. Figure 1 shows a schematic dia-
gram of the experimental setup and a typical bluff body. Regard-
less of the body or tank used, data acquisition was similar for all

tests. The body was connected to a stepper motor, controlled by a
Macintosh computer, via a shaft and located such that the center
of the body coincided with the center of the tank. An in-line
torque sensor that interfaced with a data acquisition system was
mounted on the shaft between the body and the motor. After the
fluid in the tank had completely come to rest, motion and data
acquisition were initiated. Data was acquired for a time much
longer than the time required for steady state to be attained. The
acquisition rate was 100 HZ for all of the experiments. This sam-
pling frequency was much greater than double the largest frequen-
cies resolved by the sensor due to fluid motions. The maximum
rotation rate for each body was limited by the upper limits of the
torque sensors employed.

The motor utilized was an SX Series Compumotor manufac-
tured by Parker Hannifin Corporation. It consisted of a program-
mable indexer and drive connected with a stepper motor. It al-
lowed the acceleration, rotation rate, and number of revolutions to
be specified. According to the manufacturer’s specifications, the
accuracy of the velocity and acceleration were within 0.02
percent.

Two Key Transducer torque meters were employed to obtain
the torque measurements in the experiments. For the sensor used
in the small and medium tanks, full scale corresponded to a torque
value of 0.706 N-m. This sensor was also utilized in the large tank
in addition to a second sensor where full scale corresponds to 22.6
N-m.

The signal from the torque sensor was connected to an A/D
converter interfaced with a PC machine. The motor and acquisi-
tion program were initiated by the same trigger switch and when
the switch was closed, the data acquisition system began collect-
ing data and the motor began to rotate. The data collection process
stopped shortly before the motor ceased rotating. The fluid was
allowed to come to rest before the process was repeated.

2.3 Nondimensional Parameters. For fast accelerating
flow the hydrodynamic torque can be written asT
5T(L,R,H,h,V,n,r,t). WhereT is the torque,L is the charac-
teristic length of the body,h is the height of the body,R is the
radius of the tank,H is the height of the tank,V is the rotation rate
in radians/second,n is the kinematic viscosity,r is the fluid den-
sity, andt is time. Standard dimensional analysis reduces the num-
ber of variables from nine to six. The following nondimensional
parameters describe the flow field from startup.

Cm5
T

1

2
rV2L4h

(1)

Re5VL2/n (2)

L* 5
L

R
(3)

h* 5
h

R
(4)

H* 5
H

R
(5)

t* 5Vt/2p (6)

Cm is the nondimensional torque coefficient, Re is the Reynolds
number,t* is the number of revolutions, andL* , h* , andH* are
geometric parameters for the body and tank. Values for the den-
sity and kinematic viscosity were obtained for water at 20°C.

3 Error Analysis
For instantaneous measurements of the torque, the torque coef-

ficient can be expressed asCm6Cme, whereCme represents the
error associated with the torque measurements. The expression for

Table 1 Body specifications and Re ranges explored

Fig. 1 Schematic of a typical experimental facility and an illus-
tration of a bluff body

650 Õ Vol. 123, SEPTEMBER 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Cm is given in Eq.~1! as a function of torque~T!, density ~r!,
rotation rate~V!, characteristic body length~L!, and body height
~h!. The error,Cme, is also a function of these parameters.

The primary source of error in the experiments was associated
with the torque sensor employed. The output signal from both
transducers was accurate to within60.05 percent of full scale.
This corresponds to bias errors of63.5331024 N-m and61.12
31022 N-m for the small and large sensors respectively. There
was also some precision error in the torque measurement due to
the electrical noise in the voltage signal. During the build-up and
steady-state regimes, the precision error was minimized by com-
puting the average torque over several data points. Using standard
error analysis the maximum precision error for the small sensor
was computed to be 0.0006 N-m. The total error from the torque
measurement was then determined.

The density was determined by looking it up in a table at the
given temperature and was assumed to be accurate within 0.5
kg/m3. According to the manufacturer specifications on the motor,
the rotation rate was accurate to within60.02 percent of the ro-
tation rate. The scale used to measure the characteristic length and
height has a least count of 1 mm. So these measurements were
assumed to be accurate to within 0.5 mm. The value ofCme was
calculated for each data set. The maximum error was associated
with the smallest body at the lowest rotation rate during the steady
state regime. This was calculated to be 12.5 percent. The error for
the rest of the measurements ranged from 1–10 percent with al-
most all of the measurements being accurate to within65 percent.

4 Overview of the Flow Field During the Build-Up
Regime

Figure 2 shows a sample of the data collected for a body in the
medium tank withL* 50.24 andh/L51.41. This figure plotsCm

versus the number of revolutions,t* , on a log-log scale for three
different Re. The data illustrate the three distinct temporal regimes
that exist. The build-up regime, where the value of theCm re-
mains relatively constant, corresponds to 1<t* <20. The decay
regime, whereCm decays with a power law relation, corresponds
to 20<t* <200. And the steady-state regime, where the torque
levels off to a constant mean value, corresponds tot* .200. The
results presented in this paper focus on the effects of body aspect
ratio and tank geometry on the torque coefficient during the
build-up regime and on the time elapsed beforeCm begins to
decay.

When the body begins to rotate, there is an initial inertial load-
ing that causes the value of the torque to quickly reach a peak.
When the body ceases to accelerate the value of the torque levels
off to a constant value. The build-up regime lasts from the mo-

ment that this constant value is reached until the torque begins to
decrease. A general illustration of the flow field during the
start-up process is shown in Fig. 3. This illustration depicts ther-u
plane at a level coinciding with the center of the body~left!, and
the r-z plane~right!. These schematics are formulated from flow
visualization observations.

When the body first begins to rotate a starting vortex is formed
on the leeside of each corner as viewed in ther-u plane. These
initial vortices are shed from the body and convect out into the
bulk flow region. After the initial vortex is ejected a separation
region is observed to exist and remain on the leeside of each
corner. Also because of the low pressure which exists in these
separation zones, a secondary flow is induced by the body rota-
tion. Consequently, the separation regions near the top and bottom
of the body represent three dimensional recirculation zones. It
should be noted that axial velocity measurements near rotating
bluff bodies@13# show that immediately after passage of a corner
the observed motion~outside of the recirculation region! is to-
wards the midplane. As the next corner approaches however, the
fluid motion is away from the midplane. On average the second-
ary motion is toward the midplane above and below the body and
radially outward at the midplane~often called impeller stream in
mixing tank literature!.

It is this secondary flow that accounts for much of the transport
of momentum throughout the tank. Initially the fluid that is trans-
ported by the secondary flow into the region near the body has
little or no angular momentum associated with it until it is acted
on by the body. As long as this is the case, the torque on the body
must remain relatively constant because the size of the recircula-
tion, and thus low pressure, regions do not change. This is the
condition that would exist if the body were to rotate in an infinite
medium. Because the flow is confined, fluid that has been acted on
by the body, either directly or indirectly, is transported by the
secondary flow back to the region either above or below the body.
At this time the fluid now transported into the region near the
body again interacts with the body. However now the relative
velocity between fluid and object is smaller leading to smaller
recirculation, and low pressure regions. Consequently, the torque
begins to decrease. As rotation continues, the torque decays until
a condition is reached where the destruction of momentum at the
tank walls, due to the wall boundary layers, is balanced by the
addition of momentum by the rotating body. Also at this time, the
power input must equal the rate of energy dissipation.

Based on the above quantitative description of the flow field
dynamics, it would be expected that the only important parameters
affecting the value ofCm in the build-up regime are the body

Fig. 2 Cm versus t * for L *Ä0.24 and h ÕLÄ1.41 for ReÄ4.71
Ã104, 7.85Ã104, and 1.26Ã105. This figure illustrates the three
temporal regimes that exist in the spin up from rest to steady
state of a rotating bluff body. Fig. 3 Schematic illustration of the general behavior of the

flow field at the body center in the r -u plane and at a vertical
plane passing through the center of the body in the r -z plane
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dimensions. The tank dimensions clearly are important with re-
gards to the time over which the build-up regime behavior exists,
however, with regards to the magnitude of the torque they should
not be significant.

5 Build-Up Regime Results

5.1 Aspect Ratio Effects onCm in Build-up Regime. Re-
sults are now presented that describe the effects of variations in
the aspect ratio on the build-up regime value ofCm . The physical
mechanisms causing the variations inCm are also discussed.

Shown in Fig. 4~a! are build-up regime values ofCm plotted
versus Re forL* 50.14 andh/L50.56, 1.13, 1.41, 2.83, and 4.24.
Likewise Fig. 4~b! plots Cm versus Re forL* 50.24 andh/L
50.42, 0.99, 1.41, 1.84, 2.26. Both of the above sets of data were
obtained in the medium size tank,H* 51.43. The value ofCm
shown in these figures corresponds to a representative value aver-
aged over several data points in the build-up regime. Note that
over the Re range explored some variation exists for a fixedL*
andh/L. Within the range of experimental uncertainty for theCm
measurements~'65 percent!, however,Cm corresponding to a
fixed L* andh/L may be assumed to be constant for the Re range
presented. Indeed all of our data obtained in all three tanks follow
this same trend, where for a fixed value ofL* and h/L, Cm
remains approximately constant.

Note from Fig. 4 thatCm is the lowest in magnitude for small
h/L. For L* 50.14 andh/L50.56 Cm'0.6, likewise for L*
50.24 andh/L50.42 Cm'0.62. However, the maximum value
does not occur for the largesth/L. For the data of Fig. 4 the

maximum values ofCm occur ath/L51.13 forL* 50.14, and at
h/L50.99 for L* 50.24. For largerh/L the magnitude ofCm

decreases for bothL* .
In traditional stirred mixing tank studies the power number is

defined to be

Pn5
P

rV3D5 (7)

whereP is the power input andD is the impeller radius. Since
D52L and P5TV, the forms ofPn and Cm are similar only
differing by a constant in the denominator and the ratioh/L as
shown by comparing Eq.~8! with Eq. ~1!.

Pn5
T

rV216L5 (8)

Also, in computing Pn , V is often expressed in revolutions/
second rather than radians/second as we do forCm . Neglecting
the differences in constant coefficients that appear in Eq.~1! and
Eq. ~8!, and the difference in coefficients that would result when
using revs/s instead of rad/s, a power number can simply be ex-
pressed asPn5Cm(h/L). Shown in Fig. 5 is data forPn plotted
versush/L where the value forPn represents an average over the
Re ranges explored. Data corresponding to all of the bodies listed
in Table 1 are displayed and represents the build-up regime value
of Pn for 32 different cases in the three different tanks. The Re
range is 104– 105 for all of the bodies. The figure clearly shows as
h/L increases, the required power input also increases. Also, the
figure shows that tank size does not play an effect in the build-up
regime. This is evident since the data were obtained in three tanks
with vastly different volumes and all the data follows a similar
curve.

Although Pn is monotonically increasing with increasingh/L,
suggestingPn is proportional toh, note from Fig. 5 that the rela-
tion is not linear. Much more significant insight into the flow field
physics is obtained by plottingCm versush/L for the same cases
shown in Fig. 5. This is done in Fig. 6. The torque coefficient
represents a ratio of the measured torque over the product of the
induced dynamic pressure due to body rotation, 1/2r(VL)2, the
body surface area,Lh, and the lever arm from the body center to
a corner,L. Note from Fig. 6 that forh/L increasing from 0.3 to
about 1 thatCm also increases. In this range ofh/L a least squares
curve fit to the data suggests

Cm50.4810.31S h

L D10.15S h

L D 2

(9)

Fig. 4 Build-up regime torque coefficient versus Reynolds
number in the medium tank for „a… L *Ä0.14 and „b… L *Ä0.24.
For each L * , results for five aspect ratios are shown.

Fig. 5 Build-up regime value of P n versus h ÕL for 32 different
cases representing all three tanks
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A maximum exists ath/L'1.1(Cm'0.9), but forh/L increasing
above 1.1,Cm decreases as shown by the data. In this range a least
squares curve fit to the data suggest the form

Cm50.48S h

L D 21

10.42 (10)

Thus the torque per height increases with increasingh until h is
about the same size asL, above which further increases inh leads
to a decrease in the torque/height.

The above behavior is somewhat similar in form to drag coef-
ficient, CD , measurements due to uniform flow past rectangular
cylinders~see Fig. 7 for illustration! reported by Nakaguchi et al.
@14# and Bearman and Trueman@15#. CD data for 2-D rectangular
cylinders with differentX/Y ratios are shown in Fig. 7 based on
data from Blevins@15# and Courchesne and Laneville@16#. CD is
the ratio of the measured drag per length of cylinder over the
product of the dynamic pressure, 1/2rU`

2 , and cylinder heightY.
For this flow the drag coefficient increases from the thin plate
value of 1.9 to about 3.0 atX/Y'0.65. AboveX/Y50.65 CD
decreases with what appears to be a power law relation. The
physical reason leading to this observed behavior was explained
by Bearman and Trueman@15# and verified by flow visualization
studies. For smallX the characteristic size of the shed vortices
scales with the height of the cylinder,Y. As X increases, however,
the size of the shed vortices increases leading to a lower back
pressure on the downstream cylinder face. This occurs because of
separation at the front corners which results in a broadening of the

dividing streamlines between the potential flow and the separated
flow regions. AtX/Y'0.65 the size of the shed vortices in the
wake decreases and continues to decrease for increasingh/L for
the rangeX/L,3.0. This results in an increasing back pressure on
the cylinder and occurs because the length scales of the separated
flow regions downstream from the front corners are now of the
same scale asX. Consequently, ash/L increases, the direction of
the potential flow is increasingly more parallel to the upper and
lower faces resulting in smaller shed vortices behind the cylinder
and thus a narrower wake.

In a similar manner the aspect ratio of the rotating bluff body
affects the size of the separated flow regions and thus the pressure
drag exerted on the body. A schematic of the flow field in ther-z
plane is shown in Fig. 8 for differenth/L ratios. In the reference
frame of the rotating body, the separated flow regions exist on the
lee side of the corners due to tangential motion past the body and
due to the secondary flow over the top and bottom of the body.
For smallh/L the size of the separated regions is limited by the
height of the body. This is illustrated in Fig. 8~upper left! where
only the secondary motions are considered. Under these condi-
tions the size of the separated flow regions is limited due to sym-
metry. Ash/L increases the size of these recirculation zones in-
creases thus resulting in a lower pressure and an increase inCm .
This continues untilh approaches the same size asL. At greater
h/L ratios the size of the vertical separation zones no longer in-
creases but remains at a fixed size and scales withL. Conse-
quently, for increasingh/L, the percentage of the body influenced
by these vortices decreases resulting in a decrease inCm . The
above description considers only the secondary motion, however,
the behavior should be similar for the real three dimensional flow
and qualitatively describes the behavior of theCm data.

The above description suggests that forh/L.1 the character-
istic size of the shed vortices on the leeside of the rotating body
corners due to the coupled tangential and secondary flow is now
independent ofh. If this is the case, the torque on the body should
equal the torque due to these shed vortices plus the torque due to
the much smaller separated flow regions that exist in between
these recirculation zones at the top and bottom of the body~see
Fig. 8 lower left!. If we make the assumption that in this
‘‘middle’’ region that the separated flow regions are 2-D so that
the torque per unit height in this region is constant we can math-
ematically express the torque forh/L.1 as

T5T~h5L !1Tmiddle8 ~h2L ! (11)

whereT(h5L) is the torque that would exist on a body withh
5L,Tmiddle8 is the torque per unit height in the midsection andh-L
represents that portion of the body over which the separated flow
regions are 2-D andh independent. Rewriting Eq.~11! in terms of
torque coefficient as shown in Eq.~1! results in Eq.~12!,

Fig. 6 Build-up regime value of Cm versus h ÕL for 32 different
cases representing all three tanks

Fig. 7 CD versus XÕY for uniform flow past 2-D rectangular
cylinders

Fig. 8 Schematic of the r -z plane flow behavior in the vicinity
of the body for four different bluff bodies with different aspect
ratios
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Cm5Cm~h5L !
L

h
1Cm22D

h2L

h
(12)

Cm(h5L) is about 0.85,Cm2-D is theCm value that would exist
for a truly 2-D body. We do not have data for such a body but the
data show that forh/L516, Cm50.45. A reasonable approxima-
tion for a value approximating a 2-D body is 0.4. Substituting
these values into Eq.~12! and simplifying results in

Cm50.45S h

L D 21

10.4 (13)

Note that the values in the above expression differ only slightly
from the values in Eq.~10!. Equation~13! does not fit the data
quite as well as Eq.~10! but it is based on the physical description
above and provides evidence of the correctness of this description.

5.2 Build-Up Regime Time Scale. Shown in Fig. 9 is the
number of revolutions,t* , required until decay starts forL*
50.36 andh/L51.89, 1.41, 0.71, and 0.41 in the medium tank,
plotted versus Re. The data show that thet* until decay begins
shows little, if any, dependence on Re for the Re range explored,
but is a significant function ofh/L. All of our data for all bodies
utilized in all three tanks exhibit this same behavior. Plotted in
Fig. 10 are values of thet* where decay begins, averaged over the
Re ranges explored, versush/L for five different L* and in the

small and medium tanks. For eachL* the t* value when decay
begins, decreases with increasingh/L. It is also evident from the
figure that the tank size,R andH, is also important. This is illus-
trated by the two cases whereL* 50.36 in the medium tank and
L* 50.39 in the small tank. ForL* 50.36 andH* 51.45 the num-
ber of revolutions required is about 1/2 that required forL*
50.39 andH* 52.33.

Previously Maynes et al.@12# presented a time scale, based on
standard turbulent scalings that describes the spin-up time from a
quiescent fluid until the decay regime begins for eight bodies em-
ployed in the large tank. This time was expressed astb

; l b
2/(VL2) where l b

25(R2L)21(H/22h/2)2. This time repre-
sents the time required for the entire flow field to be affected by
turbulent motions,l b is the largest distance in the tank over which
turbulent motions will be transported,L represents the character-
istic length scale of the turbulent motions, and the characteristic
velocity of the turbulent motions was argued to scale withVL.
When the dimensional time,t, is normalized bytb the following
nondimensional time scale results.

t05t*
L2

~R2L !21S H2h

2 D 2 (14)

For the data in the large tank thet0 when decay begins is between
0.8 and 1.4 for eight different bluff bodies. However, the value of
t0 varies between about 0.9–2.6 in the medium tank and 1.5–4 in
the small tank, suggesting a different scaling may be more appro-
priate and universal for such a large range of body and tank ge-
ometries. Shown in Fig. 11 is thet* until decay begins for 32
different bodies in the three tanks plotted versus (L/ l x)

2(h/ l x)
1/2.

The characteristic length of the tank,l x is taken here asR1H/2
and represents the distance from the center of the tank to the top
~or bottom! corner of the tank following the path of the secondary
motions. Thus from a scaling argumentl x

2/(VL2) would be the
time required for momentum to be transported due to turbulence
over the entire tank volume. This scaling, however, includes noh
dependence and illustrates the complexity of developing simple
scaling relations in turbulent flows with multiple geometric length
scales. The data exhibit a (h/ l x)

1/2 dependence and when plotted
versus (L/ l x)

2(h/ l x)
1/2 the t* data follows a power law relation

quite closely. A power law curve fit to the data suggests a form

t* 50.28F S L

l x
D 2Ah

l x
G20.89

(15)

or a nondimensional time scale of the form

Fig. 9 Revolutions until decay regime begins plotted versus
Re for L *Ä0.36 and h ÕLÄ1.89, 1.41, 0.71, and 0.41 in the me-
dium tank

Fig. 10 Revolutions until decay begins versus h ÕL for 25 dif-
ferent bodies representing three L * values in the medium tank
and two L * values in the small tank

Fig. 11 t * versus „L 2Õ l x
2
…„h Õ l x…

1Õ2 for 32 different bodies in the
three tanks
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t5
t*

0.28F S L

l x
D Ah

l x
G0.89

(16)

For all of our data the value oft when decay begins ranges be-
tween 0.8–1.2 with the average being 1.0 and 67 percent of the
data are within60.12 of this value. This scaling is significant
because it represents the spin up time until decay begins for bod-
ies differing in volume from 7.831025 m3– 2.731022 m3 and
tanks differing in volume from 8.831023 m3– 9.831021 m3 and
for the Re range of order 104– 105. Although all of our data cor-
respond to square impellers over a wide range of aspect ratio, the
time scaling trends should be similar for other radial flow impel-
lers located in the center of a tank.

6 Conclusions
For a body that begins rotating in a quiescent confined fluid the

measured hydrodynamic torque on the body remains constant, af-
ter constant rotation rate is attained, for some time dependent on
the size of the body and tank. This time is referred to as the
build-up regime and during this timeCm depends only on the ratio
h/L. For h/L<1.1 Cm increases with increasingh/L and is a
maximum for h/L'1.1. At greaterh/L, Cm decreases with a
power law relation. This behavior exists due to the effects of the
body aspect ratio on the characteristic length of the shed vortices
which results in pressure drag on the body. Forh/L<1.1 the
characteristic size of the separated flow regions increases with
increasingh and the value ofCm can be approximated by Eq.~9!.
For h/L.1.1, the effects of the secondary flow on the separated
flow regions is limited to a length that scales withL. Conse-
quently, increases inh/L result in decreases inCm and Eq.~10!
describesCm for h/L values in this range. A nondimensional time
scale that describes the time over which Cm remains constant in
this initial time period is given in Eq.~16! and all of our data fall
within 20 percent of this relation. The data presented represent 32
different bodies differing in volume by three orders of magnitude
and three different tanks differing in volume by two orders of
magnitude. Also the Re range of the presented data was 104– 105.

Nomenclature

CD 5 drag coefficient
Cm 5 torque coefficient (T/(1/2rV2L4h))

Cme 5 error in determiningCm
D 5 impeller diameter~m!
h 5 body height~m!

h* 5 nondimensional body height (h/R)
H 5 fluid height in tank~m!

H* 5 nondimensional fluid height (H/R)
l b 5 characteristic tank length scale for previous large tank

data
l x 5 characteristic tank length scale
L 5 characteristic body length (l/21/2), ~m!

L* 5 nondimensional body length (L/R)
P 5 power input~W!

Pn 5 power number (P/(1/2rV3D5))
R 5 tank radius~m!

Re 5 Reynolds number (wL2/n)
t* 5 nondimensional time (t* 5revolutions)
T 5 torque~N-m!

U` 5 uniform freestream velocity
V 5 characteristic velocity~vL,cm/s!
X 5 width of 2-D rectangular cylinder
Y 5 height of 2-D rectangular cylinder
a 5 angular acceleration~1/s2!
l 5 length of body face~m!
V 5 angular rotation rate~1/s!
n 5 kinematic viscosity~m2/s!
r 5 fluid density~kg/m2!

t0 5 normalized time scale from previous work
t 5 normalized time scale describing length of build up re-

gime t* (L/ l x)
2(h/ l x)

1/2
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Fully-Developed Laminar Flow
in Sinusoidal Grooves
The flow of a constant property fluid through a sinusoidal groove has been analyzed. A
numerical solution of the conservation of mass and momentum equations for fully devel-
oped flow is presented. The mean velocity, volumetric flow rate, and Poiseuille number
are presented as functions of the groove geometry, meniscus contact angle, and shear
stress at the liquid-vapor interface. In addition, a semi-analytical solution for the nor-
malized mean velocity in terms of the normalized shear stress at the meniscus is shown to
agree with the numerical data quite well.@DOI: 10.1115/1.1385832#

1 Introduction
Isotropic materials such as quartz glass or borosilicate glass can

be chemically etched to form micro-grooves for the enhancement
of evaporative heat transfer in chip-level devices@1#. A typical
etched profile in glass is shown in Fig. 1, where the profile is
smooth instead of having sharp corners seen in the etching of
crystalline materials such as silicon@2#. While many studies have
been performed on sharp-cornered geometries~triangular grooves
@3–7#, rectangular grooves@8–10#, and trapezoidal grooves@11#!,
very little information is available in the open literature on the
flow of liquid in rounded-corner geometries. Stroes and Catton
@12# compared the capillary performance of triangular and sinu-
soidal grooves by means of an experimental study. Two sets of
grooves were machined into stainless steel test plates such that the
cross-sectional areas of the grooves were equal. Strip heaters were
placed under the plates to provide heat input. The test plates were
placed at inclination angles of 4 and 6 deg and ethanol was added
to the grooves until the liquid reached the lands of the grooves.
The average wetted length of each set of grooves was recorded as
the heat input was varied from 0 to 25 W. The study showed that
the triangular grooves had a greater capillary pumping ability
compared to the sinusoidal grooves with the same cross-sectional
area, inclination angle, and heat input. Stroes and Catton postu-
lated that this was due to the axial rate of change of the radius of
curvature of the meniscus. Sinusoidal grooves, however, could
dissipate a given heat input with a smaller wetted area than trian-
gular grooves due to the larger wetted perimeter found with sinu-
soidal grooves.

The objective of the present study was to examine the fully-
developed laminar flow of liquid in sinusoidal grooves. The ef-
fects of countercurrent and cocurrent vapor flow over the liquid-
vapor interface were investigated by relating the liquid velocity
gradient to the friction factor of the vapor. The variation of the
shear stress on the liquid-vapor interface@10# was neglected, and
the liquid-vapor interface was assumed to be circular (Bo!1).
The mean velocity, volumetric flow rate and Poiseuille number
were determined as functions of the interfacial shear stress, the
meniscus contact angle, the groove aspect ratio and the amount
that the groove was filled.

2 Mathematical Model
A constant property liquid flows steadily in a sinusoidal groove

as shown in Fig. 2. A meniscus, which is assumed to be circular,
comprises the liquid-vapor interface. For fully developed laminar

flow, the conservation of mass and momentum equations reduce
to the classic Poisson equation in dimensionless form@13#

]2v*

]x* 2 1
]2v*

]z* 2 521 (1)

On the groove wall, the no-slip condition is in effect.

v* 50: 0<x* <wl* /2, z* 5
1

2 H 11cosF2pS x*

b
11D G J

(2)

At the line of symmetry, the velocity gradient is zero in thex*
direction

]v*

]x*
50: x* 50, 0<z* <hl* 1R*A12S wl*

2R* D 2

2R*

(3)

The dimensionless radius of curvature is given by

R* 5S wl*

2 D F11
~11d* tanf!2

~d* 2tanf!2 G1/2

(4)

where

d* 5
p

2b
sinF2pS wl*

2b
11D G (5)

The maximum value for the meniscus contact anglef for a wet-
ting fluid can be determined for a given geometry by allowing the
radius of curvature to approachR* →`.

fmax5tan21H p

2b
sinF2pS wl*

2b
11D G J (6)

At the liquid-vapor interface, a uniform shear stress is imposed in
the y direction.

]v*

]n*
5t lv* : 0<x* <wl* /2,

1Author to whom correspondence should be addressed.
Contributed by the Fluids Engineering Division for publication in the JOURNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
June 9, 2000; revised manuscript received April 16, 2001. Associate Editor:
F. K. Wasden.

Fig. 1 Grooves chemically etched in glass „courtesy of D.
Liepmann, University of California at Berkeley …
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z* 5hl* 1R*A12S wl*

2R* D 2

2AR* 22x* 2 (7)

The dimensional shear stress at the liquid-vapor interface can be
cast in terms of the friction factor of the vapor.

t lv55 Frv~vv!2

2 G f v for cocurrent flow

2Frv~vv!2

2 G f v for countercurrent flow

(8)

The Poiseuille number of the liquid in the groove is given by

Po5 f Re5
Dh*

2

2v *̄
(9)

The dimensionless hydraulic diameter for the flow of liquid in a
sinusoidal groove with a circular meniscus isDh* 54Al* /P* ,
where the dimensionless cross-sectional area of the liquid is given
by

Al* 5
wl*

2
~2hl* 21!2R*

3FR* cos21A12S wl*

2R* D 2

2S wl*

2
DA12S wl*

2R* D 2G
1S b

p
D sinF2pS wl*

2b
11D G for f,fmax (10)

Al* 5
wl*

2
~2hl* 21!1S b

p D sinF2pS wl*

2b
11D G for f5fmax

(11)

The dimensionless wetted perimeter is given by the following
integral equation.

Fig. 3 Dimensionless velocity fields for laminar flow in a sinu-
soidal groove „bÄ0.5, w l* Õ2Ä0.25, fÄ25°…: „a… t lv* Ä2.0 „cocur-
rent flow …; „b… t lv* Ä0.0; „c… t lv* ÄÀ0.1 „countercurrent flow …

Table 1 Poiseuille number versus sinusoidal duct aspect ra-
tio: Comparison of the present solution with that given by Shah
†15‡

b

Poiseuille number, Po

Shah@15# Present

1/4 14.553 14.479
1/3 14.022 13.931
1/2 13.023 12.935
1/) 12.630 12.543
2/3 12.234 12.148
1 11.207 11.115
2 10.123 10.061
4 9.743 9.6373

Fig. 2 Flow of liquid in a sinusoidal groove: „a… definition of
geometric parameters; „b… dimensionless solution domain
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P* 52E
0

wl* /2A11S p

2b D 2

sin2F2pS x*

b
11D Gdx* (12)

The mean velocity is defined as

v* 5
2

Al*
E

0

wl* /2E
0

z*
v* dz* dx* (13)

3 Numerical Model
The elliptic Poisson equation given by Eq.~1! with mixed

boundary conditions@Eqs. ~2!, ~3! and ~7!# was solved using
Gauss-Seidel iteration with a central differencing scheme and suc-
cessive over-relaxation@14#. The convergence criteria for the it-
erative solution was set toe510210 for each case. A grid inde-
pendence check was made in which the number of grids in each
direction was doubled. When the value for the Poiseuille number

did not change by more than 1 percent, grid independence was
considered to be reached. The convergence criterion was then
reduced by an order of magnitude while maintaining the highest
number of grids. If the Poiseuille number did not change by more
than 1 percent, the solution was considered to be independent of
both grid size ande. Otherwise, a grid independence check was
made at the smaller value ofe until a converged solution was
reached. The integral equation for the wetted perimeter@Eq. ~12!#
was integrated numerically since no closed-form solution exists.

The numerical model was tested against an existing solution in
the archival literature. Shah@15# determined the friction factors
for the laminar flow within ducts of various cross sections using a

Fig. 4 Variation of the flow variables with shear stress at the
liquid-vapor interface for various values of meniscus contact
angle „bÄ0.5, w l* Õ2Ä0.25, P*Ä1.15245…: „a… mean velocity; „b…
volumetric flow rate; „c… Poiseuille number

Table 2 Mean velocity, Poiseuille number and volumetric flow
rate versus shear stress at the liquid-vapor interface for vari-
ous values of meniscus contact angle „bÄ0.5, w l* Õ2Ä0.25, P*
Ä1.15245…

f t lv* v* Po V̇*

0° 20.1 0.1887831022 27.088 0.1739431023

0° 20.075 0.2689631022 19.013 0.2478231023

0° 20.05 0.3510431022 14.567 0.3234431023

0° 20.025 0.4346531022 11.765 0.4004831023

0° 0.0 0.5135331022 9.9581 0.4731631023

0° 0.0625 0.7134531022 7.1676 0.6573831023

0° 0.125 0.9152531022 5.5873 0.8433031023

0° 0.25 0.1318831021 3.8774 0.1215231022

0° 0.375 0.1722431021 2.9689 0.1587031022

0° 0.5 0.2126031021 2.4053 0.1958931022

0° 0.75 0.2933231021 1.7434 0.2702631022

0° 1.0 0.3740431021 1.3672 0.3446431022

0° 2.0 0.6969131021 0.73377 0.6421431022

25° 20.1 0.3250631022 27.245 0.3941431023

25° 20.075 0.4157231022 21.303 0.5040831023

25° 20.05 0.5043731022 17.559 0.6115831023

25° 20.025 0.5934831022 14.923 0.7196231023

25° 0.0 0.6825931022 12.974 0.8276831023

25° 0.0625 0.9053631022 9.7820 0.1097831022

25° 0.125 0.1122931021 7.8870 0.1361631022

25° 0.25 0.1565031021 5.6588 0.1897731022

25° 0.375 0.2007231021 4.4123 0.2433831022

25° 0.5 0.2449331021 3.6158 0.2970031022

25° 0.75 0.3333631021 2.6566 0.4042231022

25° 1.0 0.4217931021 2.0997 0.5114431022

25° 2.0 0.7755131021 1.1420 0.9403431022

50° 20.1 0.4509731022 27.149 0.6429631023

50° 20.075 0.5464331022 22.406 0.7790431023

50° 20.05 0.6418931022 19.074 0.9151431023

50° 20.025 0.7334531022 16.693 0.1045731022

50° 0.0 0.8274631022 14.796 0.1179731022

50° 0.0625 0.1062531021 11.523 0.1514831022

50° 0.125 0.1297531021 9.4363 0.1849831022

50° 0.25 0.1758631021 6.9621 0.2507231022

50° 0.375 0.2225531021 5.5014 0.3172831022

50° 0.5 0.2692231021 4.5477 0.3838231022

50° 0.75 0.3625631021 3.3769 0.5169031022

50° 1.0 0.4559031021 2.6855 0.6499831022

50° 2.0 0.8292631021 1.4764 0.1182331021

72.34° 20.1 0.5412731022 28.188 0.8614631023

72.34° 20.075 0.6415231022 23.783 0.1021031022

72.34° 20.05 0.7417731022 20.569 0.1180531022

72.34° 20.025 0.8420231022 18.120 0.1340131022

72.34° 0.0 0.9422731022 16.192 0.1499631022

72.34° 0.0625 0.1192931021 12.790 0.1898531022

72.34° 0.125 0.1435431021 10.629 0.2284431022

72.34° 0.25 0.1930931021 7.9016 0.3073031022

72.34° 0.375 0.2426431021 6.2880 0.3861831022

72.34° 0.5 0.2921931021 5.2217 0.4650431022

72.34° 0.75 0.3912931021 3.8992 0.6227631022

72.34° 1.0 0.4903931021 3.1112 0.7804831022

72.34° 2.0 0.8824431021 1.7290 0.1404431021
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least-squares-matching technique. Table 1 shows the comparison
of the Poiseuille number between the present solution and that
given by Shah@15# for laminar flow in a family of sinusoidal
ducts. The agreement is excellent, with a maximum difference of
1.1 percent.

4 Results and Discussion
A numerical study has been completed in which the flow of

liquid in a sinusoidal groove has been solved. Figure 3 presents
contour plots of the dimensionless liquid velocity. The maximum
liquid velocity increases with cocurrent shear, and decreases with
countercurrent shear, as expected. For countercurrent vapor flow,
a portion of the liquid flows in the2y direction, which is opposite
to the direction of the pressure gradient. This flow reversal shows
the potential of the vapor shear to drive the mean velocity of the
liquid to zero, or to completely reverse the flow, depending on the
magnitude of the pressure gradient.

Figure 4 and Table 2 show the mean velocity, volumetric flow
rate and Poiseuille number versus shear stress at the liquid-vapor
interface for several values of the meniscus contact angle. The
mean velocity increases with botht lv* and f, but is a relatively
weak function off. For a given value of meniscus contact angle,
the mean velocity is linear witht lv* due to an overall force balance
on the liquid. The volumetric flow rate also increases witht lv* and
f, but is a much stronger function off due to the increase in the
cross-sectional area of the liquid. The Poiseuille number decreases
ast lv* increases. For cocurrent vapor flow (t lv* .0), Po decreases
steadily witht lv* . For countercurrent flow, Po increases dramati-
cally with 2t lv* due to the mean velocity approaching zero. In
general, Po increases withf due to the increase in the hydraulic
diameter of the liquid.

Figure 5 and Table 3 present the mean velocity, volumetric
flow rate and Poiseuille number versus the groove fill ratio for
several values of the groove aspect ratio. The mean velocity in-
creases monotonically with area ratio and groove aspect ratio. The
volumetric flow rate also increases withwl* /w* andb, but drops
off rapidly for wl* /w* ,0.5 due to the decrease in flow area. The
Poiseuille number is relatively constant for this case. Forb
>0.5, Po decreases and then increases with area ratio. Forb
50.25, Po increases over the range ofwl* /w* examined.

Fig. 5 Variation of the flow variables with groove fill ratio for
various values of groove aspect ratio „t lv* Ä0.0, fÄ0°…: „a…
mean velocity; „b… volumetric flow rate; „c… Poiseuille number

Table 3 Wetted perimeter, mean velocity, Poiseuille number
and volumetric flow rate versus groove fill ratio for various val-
ues of groove aspect ratio „t lv* Ä0.0, fÄ0°…

b wl* /w* P* v* Po V̇*

0.25 0.1 0.0731191 0.1300531024 8.4006 0.3514231028

0.25 0.2 0.223950 0.2022131023 9.6365 0.7067631026

0.25 0.3 0.450806 0.6305831023 11.141 0.8424231025

0.25 0.4 0.734032 0.1261631022 12.059 0.4038631024

0.25 0.5 1.04707 0.2059231022 12.514 0.1223831023

0.25 0.6 1.36011 0.2929931022 12.849 0.2733631023

0.25 0.7 1.64333 0.3858531022 12.871 0.4995831023

0.25 0.8 1.87019 0.4714931022 12.940 0.7700431023

0.25 0.9 2.02102 0.5551931022 13.346 0.1079931022

0.25 0.999 2.09364 0.7453631022 15.203 0.1857331022

0.5 0.1 0.114187 0.3538031025 9.4469 0.8257831029

0.5 0.2 0.288528 0.1985131023 8.4052 0.8271831026

0.5 0.3 0.531454 0.1092231022 8.7511 0.2006231024

0.5 0.4 0.827649 0.2805531022 9.3706 0.1331131023

0.5 0.5 1.15245 0.5135331022 9.9581 0.4731631023

0.5 0.6 1.47724 0.7859331022 10.398 0.1173531022

0.5 0.7 1.77344 0.1075531021 10.780 0.2296231022

0.5 0.8 2.01636 0.1381731021 11.282 0.3889231022

0.5 0.9 2.19070 0.1776231021 12.443 0.6468031022

0.5 0.999 2.30389 0.2546731021 14.698 0.1269231021

0.75 0.1 0.160025 0.1113731025 10.092 0.2112431029

0.75 0.2 0.367435 0.1095931023 8.9207 0.4451631026

0.75 0.3 0.634966 0.9356831023 8.4299 0.1865531024

0.75 0.4 0.951588 0.3127131022 8.5312 0.1718431023

0.75 0.5 1.29509 0.6700131022 8.8579 0.7473831023

0.75 0.6 1.63860 0.1132831021 9.2444 0.2123831022

0.75 0.7 1.95522 0.1673131021 9.7209 0.4664231022

0.75 0.8 2.22275 0.2314331021 10.489 0.8960831022

0.75 0.9 2.43016 0.3240431021 11.885 0.1727831021

0.75 0.999 2.58868 0.4765931021 13.997 0.3562631021

1.0 0.1 0.207697 0.4599231026 10.367 0.73744310210

1.0 0.2 0.453879 0.5986031024 9.4362 0.2283031026

1.0 0.3 0.752420 0.6624431023 8.7481 0.1341531024

1.0 0.4 1.09559 0.2727631022 8.4926 0.1608131023

1.0 0.5 1.46369 0.6792731022 8.5590 0.8475831023

1.0 0.6 1.83180 0.1278531021 8.8427 0.2784231022

1.0 0.7 2.17497 0.2066531021 9.3068 0.6968831022

1.0 0.8 2.47351 0.3114331021 10.106 0.1527931021

1.0 0.9 2.71969 0.4659731021 11.485 0.3277831021

1.0 0.999 2.92539 0.6992331021 13.281 0.6969231021
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5 Semi-Analytical Solution for v*
As seen in Fig. 4~a!, the mean velocity is a linear function of

the imposed shear stress at the liquid-vapor interface. Since a
direct numerical simulation of the liquid flow field for a number
of values of the shear stress is computer resource intensive, it is
appropriate to seek a semi-analytical expression forv* . Figure
6~a! shows the definition of the parameters involved, where the
mean velocity when the shear stress is zero (v0* ) is given by the
numerical solution. The value for the liquid-vapor shear for which
the mean velocity is zero (t lv,0* ) is given by the following force
balance analysis. Figure 6~b! shows a differential element of the
liquid in the groove. A force balance between the pressure drop
and the shear forces at the liquid-vapor interface and at the wall
results in the following relation.

pyAl2py1dyAl1t lvAlv2twAw50 (14)

The areas over which the shear stressest lv and tw act areAlv
5Plvdy andAw5Pdy, respectively. Using these areas and non-
dimensionalizing gives

Al* 1t lv* Plv* 2tw* P* 50 (15)

For Poiseuille flow in ducts of arbitrary cross section, and com-
bined Couette-Poiseuille flow between flat plates, the shear stress

at the wall is related to the mean velocity of the fluid by a constant
~White @13#!. Therefore, in the present analysis, it is assumed that
this also holds for the flow of liquid in a sinusoidal groove with an
imposed shear stress at the liquid-vapor interface.

tw* 5C1v* (16)

It should be noted that the constantC1 is probably a function of
the groove geometry and meniscus contact angle. However, since
the objective of this analysis is to determine the liquid-vapor shear
stress when the mean liquid velocity is zero, this functionality is
unimportant. The perimeter of the liquid-vapor interface is

Plv* 52R* sin21S wl*

2R* D (17)

Substituting these relations into the force balance equation results
in the following expression for mean velocity.

v* 5
1

C1P* FAl* 12t lv* R* sin21S wl*

2R* D G (18)

The mean velocity is zero when

t lv,0* 52
Al*

2R* sin21S wl*

2R* D (19)

Figure 7~a! shows the results of Eq.~19!. The numerical results
shown in Fig. 4~a! were extrapolated to determine the values for
shear stress at the liquid-vapor interface whenv* 50. Both curves
indicate thatt lv,0* increases withf due to the increasing depth of
liquid in the groove. The prediction given by Eq.~19! is quite

Fig. 6 Semi-analytical solution for v̄ * : „a… definition of param-
eters; „b… force balance on the liquid in a sinusoidal groove

Fig. 7 Comparison of the semi-analytical solution with nu-
merical data „bÄ0.5, w l* Õ2Ä0.25…: „a… countercurrent vapor
shear stress required for v *Ä0; „b… normalized mean velocity
versus normalized shear stress at the liquid-vapor interface
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good given the simplicity of the closed-form solution. The equa-
tion for the normalized mean velocity as a function of the normal-
ized shear stress is given by

v85v* /v0* 512t8 (20)

wheret85t lv* /t lv,0* . The semi-analytical solution for the normal-
ized mean velocity is shown in Fig. 7~b! with the corresponding
numerical data presented in Fig. 4~a!. Equation~20! predicts 94
percent of the data to within620 percent over the range of me-
niscus contact angle examined.

6 Conclusions
Based on the results of the numerical model of the flow of

liquid in a sinusoidal groove, the following conclusions have been
made: For a given meniscus contact angle, the mean velocity was
linear with imposed shear stress at the liquid-vapor interface. The
volumetric flow rate in the groove was negligible for groove fill
ratios of less thanwl* /w* ,0.5. The Poiseuille number was a
strong function of the countercurrent shear stress. A semi-
analytical expression was provided to approximate the mean ve-
locity as a function of the shear stress at the liquid-vapor interface.
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Nomenclature

Al 5 cross-sectional area of the liquid, m2

Al* 5 Al /h2

Alv 5 area of the liquid-vapor interface, m2

Aw 5 area of the groove wall, m2

Bo 5 Bond number,rgz1
2/s

d* 5 parameter defined in Eq.~5!
Dh 5 hydraulic diameter, 4Al /P, m
Dh* 5 Dh /h

f 5 friction coefficient, 2t̄/r v̄2

g 5 acceleration due to gravity, m/s2

h 5 groove height, m
hl 5 height of liquid in the groove at the wall, m

hl* 5 hl /h
n 5 coordinate normal to the liquid-vapor interface

n* 5 n/h
p 5 pressure, N/m2

P 5 wetted perimeter, m
P* 5 P/h
Plv 5 perimeter of the liquid-vapor interface, m
Plv* 5 Plv /h
Po 5 Poiseuille number,f Re
R 5 radius of curvature of the meniscus, m

R* 5 R/h
Re 5 Reynolds number,r v̄Dh /m
v 5 y-direction velocity, m/s
v̄ 5 averagey-direction velocity, m/s

v* 5 mv/h2(2dp/dy)
v* 5 dimensionless averagey-direction velocity
v0* 5 dimensionless averagey-direction velocity whent lv*

50

v8 5 v̄* / v̄0*
V̇ 5 volumetric flow rate,v̄Al , m3/s

V̇* 5 mV̇/@h4(2dp/dy)#
w 5 period of the sinusoidal groove, m

w* 5 w/h
wl 5 width of the liquid in the groove, m

wl* 5 wl /h
x, y, z 5 coordinate directions

x* 5 x/h
z1 5 distance from the liquid-vapor interface to the groove

bottom, m
z* 5 z/h
b 5 groove aspect ratio,w/2h
e 5 convergence criterion
m 5 absolute viscosity, Pa-s
r 5 density, kg/m3

s 5 surface tension, N/m
t lv 5 shear stress at the liquid-vapor interface, N/m2

t lv* 5 t lv /h(2dp/dy)
t lv,0* 5 dimensionless shear stress at the liquid-vapor inter-

face whenv̄* 50
t̄ 5 average shear stress,Al(2dp/dy)/P, N/m2

t̄w 5 average shear stress at the groove wall, N/m2

t̄w* 5 t̄w /h(2dp/dy)
t8 5 t lv* /t lv,0*
f 5 meniscus contact angle, rad

fmax 5 maximum meniscus contact angle, rad
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Flow Investigation Around
a V-Sector Ball Valve
Experimental and computational methods were used to study the structure and behavior
of the shedded vortices around a V-ball valve. Strouhal frequency for shedded vortices
around the valve over a range of operating conditions and flow rates using water as the
medium were measured. The information gathered in this study would help to predict at
what operating conditions pipe ruptures might occur. A dynamic pressure transducer was
used to determine the Strouhal frequency. LDV was used to measure the mean velocity
and turbulence magnitudes. FLUENT was used to develop a two dimensional fluid dy-
namics model. Flow was visualized using high-speed video photography. A dominant
large three-dimensional vortex downstream of the valve was detected. The centerline of
this vortex is a shadow of the valve lip. A fifth degree polynomial describing the relation-
ship between the Strouhal number and Reynolds number is obtained.
@DOI: 10.1115/1.1385831#

1 Introduction
A V-ball valve is a common control valve used in many types

of industrial situations. It is similar to a regular ball valve except
it has a V-shaped notch in the lip of the valve. A case history is
presented by Lewis et al.@1# pertaining to piping vibrations in a
medium consistency paper pumping system at a large North
American integrated pulp and paper mill that ultimately resulted
in pipe rupture. The medium consistency range is from approxi-
mately 8 percent–15 percent oven-dry consistency. For this con-
sistency, the fiber network is extremely strong and the pipes fric-
tion losses are relatively high due to high apparent viscosity. The
system was designed to transfer pulp at 12 percent oven-dry con-
sistency ~12 percent fiber, 88 percent water by mass! from a
washer stage to a storage tower through nearly 214 m of 51 cm
diameter pipe. Initial tests indicated the piping had pressure pul-
sation of 687 kPa peak to peak which were exerting a shaking
force of approximately 66.75 kN–133.6 kN peak to peak at each
of seventeen 90 degree elbows in the piping system. The frequen-
cies of the major pressure pulsation were at 1.3 Hz and 3.8 Hz
which corresponds to the one-quarter and three-quarter~closed-
open piping system! standing pressure waves in the piping system.
The source of the pulsation energy was traced to the control valve
located immediately downstream of the centrifugal pump. It was
suspected that the frequency of the shedded vortices at the valve
lip match the frequency of the standing waves in this particular
piping system, generating the perfect condition for large piping
system pressure pulsation. The pressure pulsation did not exist
above 70 percent valve opening.

Specific Strouhal numbers at different operating conditions for
V-ball valves have not been published, but it has been reported
that the Strouhal number for V-ball valves range from 0.1–0.3 Hz
~Lewis et al. @1#!. This research was conducted due to lack of
available data on variation of Strouhal number with Reynolds
number and flow structure for V-ball valves. Although water is
used as fluid medium in this research, the results can be used for
estimating the V-ball Strouhal numbers for medium consistency
pulp applications. The relationship providing the frequency of the
quarter wave for Newtonian fluids in pipes is given by Sparks
et al. @2#. This relationship depends on the acoustic velocity in an
elastic container and the pipe length. The acoustic velocity de-
pends on the fluid density, fluid bulk modulus of elasticity, mean
pipe diameter, pipe wall thickness and pipe elastic modulus. The

correction factors for variation of acoustic velocity with pulp con-
sistency, pulp air content and its temperature are described by
Wylie et al. @3#.

2 Facilities, Instrumentation, and Techniques
A schematic of the experimental test setup is shown in Fig. 1.

The picture in Fig. 2 is an overhead view of the test loop. The
closed loop recirculating system includes a tank that holds about
189 liters of water. A heat exchanger made from copper tubing is
wrapped around the inside wall of the tank. Tap water flows
through the copper coil to cool the circulating fluid, to keep its
temperature at a constant value.

A 50 horsepower, variable speed, centrifugal pump drives the
fluid through the system. The test section of the setup, made of
Plexiglas, allows for the use of optical flow measurement tech-
niques and consists of two components glued together. The first
part is modeled after a 5.08 cm. Fisher V150 V-Ball valve. The
top and side views of the Plexiglas valve are shown in Figs. 3 and
4, respectfully. The second part is a 5.08 cm diameter, 50.8 cm
long pipe. Pressure gauges are used to measure the pressure drop
across the valve between the upstream and downstream of the test
section.

A Kistler quartz dynamic pressure transducer is located down-
stream of the test section to measure the pressure fluctuations in
the fluid. Power spectrum analysis is performed on the collected
signals to determine the dominant frequencies. After the water
leaves the test section, it is routed back to the tank. Two different
flowmeters are used in the system. One is a zero to 3.7848 liters
per second~lit/sec! RCM analog flowmeter. The other is a 3.7848
to 31.54 lit/s RCM analog flow meter. For different test situations,
the meters are changed accordingly. Downstream of the flowmeter
is a 7.62 cm, ball valve, followed by a 7.62 cm to 20.32 cm
diffuser which decreases the velocity of the water before it enters
the tank.

During initial trial runs of the system, cavitation was visualized
around the V-ball valve at all test conditions. The vapor bubbles
produced by cavitation interfered with the laser beams of the LDV
system and produced noise that affected pressure transducer
signal. The first method to correct the cavitation problem was
using the ball valve to induce upstream backpressure. By ad-
justing the opening of the valve, the flow is restricted and the
pressure increased. This corrected the complication for a few ex-
perimental situations, but it also induced severe cavitation around
the ball valve, which was apparent in the pressure transducer sig-
nal. Closing the ball valve also reduced the flow to the point that
most of the proposed cases could not be tested. This method was
deemed insufficient. The second method of correction was to
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modify the tank so that the entire system could be pressurized.
The maximum safe operating pressure for the system was esti-
mated to be about 309 kPa. Pressurizing the system beyond 309
kPa could lead to failure of the vertical weld running up the side
of the tank. The tank was not originally designed to be a pressure
vessel.

LDV was used to measure streamwise flow velocity and turbu-
lence intensity downstream of the valve. A 100-mW Argon-Ion
laser with a wavelength of 514 nm produced the beams used in
this study. The laser beams in the valve region are shown in Fig.
5. Metallic, spherical particles with a mean diameter of 12mm

Fig. 1 Experimental test setup

Fig. 2 Overhead view of the test loop

Fig. 3 Top view of Plexiglas valve

Fig. 4 Side view of Plexiglas valve

Fig. 5 LDV laser beams in valve region

Fig. 6 Illustration of percent opening
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were used to seed the flow. Signals from the photo detector are
sent to the TSI’s IFA 500, for analysis. A power spectrum analy-
sis was performed on the LDV signal to determine the dominant
frequencies of the flow.

A NAC-1000 high-speed video photography system was used
to visualize the flow structure around the valve. The video camera
was positioned so that it was looking down at the valve. Two
strobe lights were used to provide the necessary light for the video
camera and were synchronized to flash at the same frequency as
the video camera’s shutter. A sample rate of 500 frames per sec-
ond was used.

The independent variables for each test are fluid flow rate and
the valve position. Position is expressed as percent opening and is
based on a 90-degree turn of the valve. Every 9-degree rotation is
10 percent as shown in Fig. 6. The valve manufacturer publishes
data about their valves based on percent opening.

The test matrix is shown in Table 1. The volumetric flow rates
are based on the following liquid sizing equation presented in the
valve and actuator catalogs by Fisher@4#.

Q5CvADP

G
(1)

Q5flow rate ~lit/s!
Cv5 liquid sizing coefficient@ lit/sec* (kPa)20.5#
DP5body differential pressure~kPa!
G5specific gravity
For each test, sets of pressure data were taken. Each set of data
was analyzed by a Labview program to produce a power spectrum
versus frequency graph. The power spectrum for each set was
averaged to determine the Strouhal frequency. For each set of

Fig. 7 Coordinate system for LDV measurements

Fig. 8 Probe volume locations

Fig. 9 Schematic of the V-ball valve vortex

Fig. 10 Streamwise mean components of the flow velocity, 50
percent open and 4.42 lit Õs

Table 1 Test matrix

Delta P
~kPa!

% open 20 30 40 50 60 70
Cv 0.1266 0.3346 0.5560 0.8689 1.3190 1.8149

68.7 Flow
rate~lit/sec!, Test 1.05, 1 2.77, 3 4.61, 4 7.20, 6 10.93,

8
15.04,

10

137.9 Flow
rate~lit/sec!, Test 1.48, 2 - 6.52, 5 10.19,

7
15.46,

9
21.27,

11
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pressure data, 4096 data points were taken at 1024 samples per
second.

For the LDV measurements, ten thousand data points were col-
lected. The probe volume was positioned in an area of flow with
high velocity and low turbulence to observe the effect of the
dominant vortex. A Mathcad program was developed to determine
the exact location of the probe volume in the water. This was
necessary because the laser was passing through three different
media; air, Plexiglas, and water. Each medium has a different
index of refraction. Power spectrum analysis was performed on
each data set using a Labview program.

The power spectra of the velocity signal obtained from LDV
did not provide conclusive peaks that could be traced to the vortex
shedding frequency. However, LDV was used to measure the
mean velocity and turbulence intensity of the vortex flow of the
valve at 50 percent open and 4.42 lit/s flow rate. The coordinate
system for LDV measurements is shown in Fig. 7. The locations

of the probe volume on a horizontal plane perpendicular to the
shaft axis are shown in Fig. 8. At each location two thousand data
points were acquired. The mean and standard deviation of two
thousand data points provided the mean velocity and turbulence
intensity profiles presented in this section.

3 Experimental Results
A large vortex was observed directly downstream of the valve.

Close observation of the high-speed video has shown that the
center of rotation of the main vortex follows the shape of the
valve lip. This occurs because the flow that drives this vortex is
following the contour of the valve. The general shape of the vor-
tex is shown in Fig. 9.

Profiles of the streamwise component of the velocity are
shown in Fig. 10. The largest components are observed at the
valve opening and extend downstream. The negative components

Fig. 11 Turbulence intensity profiles, 50 percent open and 4.42 lit Õs

Fig. 12 Pressure power spectra for the valve at 50 percent and 100 percent open with 7.25 lit Õs
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Fig. 13 Pressure power spectra for the valve at 50 percent and 100 percent open with 7.25 lit Õs

Fig. 14 Broadband Strouhal frequency
Fig. 15 Broadband Strouhal number

Fig. 16 Strouhal number versus Reynolds number at each test condition
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show the flow reversal corresponding to the vortex flow of the
valve. The turbulence intensity profiles are shown in Fig. 11. Tur-
bulence intensity is defined as the ratio of the local RMS values of
the velocity fluctuation and the mean velocity of the flow in the
5.08 cm pipe U, plotted on a percentage base. The largest magni-
tudes of turbulence intensities are observed in the separated shear
layer region of the valve lip. The second weaker peak in the

turbulence intensity profiles is due to the separated flow of the
valve seat. The uncertainty for LDV measurements is62 percent.

A typical pressure power spectrum is shown in Fig. 12. This
figure shows a comparison of the power spectrum between valve
positions of 100 percent open and 50 percent open at the same
flow rate, 7.25 lit/s. Darker graph in Fig. 12 represents 50 percent
valve opening. Sharp peaks represent the rotational frequency

Fig. 17 Two-dimensional model of the valve and the piping system „units in cm …

Fig. 18 Physical grid
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of the individual impeller vanes and their harmonics. The uncer-
tainty for pressure measurements is60.1 percent.

Power spectrum analysis has revealed a broadband Strouhal
frequency shown in Fig. 13. Broadband Strouhal frequency starts
at about 1.25 Hz, the lower limit, and ends at about 18.50 Hz, the
higher limit. The centroid of this region was calculated to be about
9.86 Hz. The formula used to calculate the centroid of the broad-
band Strouhal frequency on thex-axis is shown in Eq.~2!. The
x-axis is the frequency axis and they-axis is the power spectrum
axis. This method is used to calculate all of the Strouhal frequen-
cies. The broadband Strouhal frequencies for each test condition
are shown in Fig. 14.

Centroid~x axis!5
E y•xdx

E ydx

(2)

As the flow rate and valve opening increase, the broad-
band Strouhal frequency generally decreases. Strouhal number
for each test condition is shown in Fig. 15. Strouhal number S
and Reynolds number Re are calculated based on the following
relationships.

S5 f sD/U (3)

Fig. 19 Velocity vectors near the valve

Fig. 20 Streamwise component of the velocity
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Re5UD/v (4)

f s5dominate vortex frequency, Strouhal frequency
U5mean streamwise velocity in 5.08 cm pipe
D5pipe diameter~5.08 cm!
v5kinematics viscosity
The uncertainty in measuring the mean velocity of the flow in the
pipe and thus Re is60.5 percent. The same general trend shown
in Fig. 14 is observed, but there is an even greater contrast in the
Strouhal number as flow rate and valve opening increase. The
Strouhal number S versus Reynolds number Re is shown in Fig.
16. The variation of S with Re can be described by a fifth degree
polynomial obtained by least square curve fitting technique. This
polynomial for Re<5.323106 is represented by Eq.~5! and the
trendline is shown in Fig. 16.

S521.17310232 Re512.1310225 Re421.44310218 Re3

14.7310212 Re227.331026 Re14.41 (5)

Since the Strouhal number for different valve openings depends
only on one independent variable, i.e., Reynolds number, the pipe
diameter seems to be an appropriate length scale for defining
S versus Re. The paper mill problems have been observed for
pipe diameters 0.35 m to 0.91 m with pipe flow speeds of 0.15
m/s–0.45 m/s. This results in a Reynolds number of around
0.153106 corresponding to S53 and Strouhal frequencies of 0.5
Hz–3.86 Hz. This is consistent with the data presented by Lewis
et al. @1#.

Fig. 21 „a… Turbulence kinetic energy profiles; „b… Constant contours of turbulence kinetic energy
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4 Computational Fluid Dynamics „CFD…

Using FLUENT, a two dimensional model of the valve body
and connecting pipes shown in Fig. 17 is created to investigate the
flow. A structured grid made of 457355 nodes, with k-e turbu-
lence model is used. The boundary conditions were obtained from
the laboratory experiments. The inlet velocity of 2.2 m/s, corre-
sponding to 4.42 lit/sec of flow rate and the outlet pressure of one
atmosphere were used. This model provides flow properties, such

as velocity, pressure, turbulence, and dissipation rate quantities.
A section of the physical grid in the valve region is shown in Fig.
18. The grid concentration in the valve region is higher for resolv-
ing the vortex flow and the separated flow of the boundary layers.
The valve seat is also modeled.

Flow velocity vectors in the valve region are shown in Fig. 19.
The existence of a large vortex that extends downstream for
several pipe diameters is clearly shown in this figure. A small

Fig. 22 „a… Eddy dissipation rate profiles; „b… Constant contours of eddy dissipation rate
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recirculating zone at the corner region near the valve seat is ob-
served. The dominant effect of the valve in the entire system is
because of the large vortex with high energy and low frequency of
oscillation.

Streamwise component of the velocity is shown in Fig. 20. The
velocity profiles are very similar to the streamwise velocity com-
ponents measured with LDV as shown in Fig. 10. The magnitude
of the velocity components is smaller in the CFD results because
flow is assumed two-dimensional. This assumption with corre-
sponding boundary conditions creates lower pressure drop across
the valve compared with the real flow condition. The lower pres-
sure drop provides lower driving force for speeding up the flow in
the valve region.

Turbulence kinetic energy profiles are shown in Fig. 21~a!. The
separated regions of the flow where shear layers exist have the
highest magnitudes of the turbulence kinetic energy. There is
close qualitative agreement between turbulence intensity measure-
ments obtained by LDV as shown in Fig. 11 and kinetic energy
profiles of Fig. 21~a!. The constant contours for turbulence kinetic
energy are shown in Fig. 21~b!. The magnitude of the turbulence
kinetic energy in the contracted region of the valve is high. This is
due to creation of large shear layer of the vortex as it is squeezed
into a smaller region of the downstream pipe. This increase in
turbulence is obvious in the turbulence measurements shown in
Fig. 11. The eddy dissipation rate profiles and contours are shown
in Figs. 22~a–b!. These figures show that energy is dissipated in
the regions where turbulence is generated. The constant absolute
static pressure contours are shown in Fig. 23. As the flow speeds
up in the valve opening, the pressure drops and it losses some of
its energy to viscous dissipation in the separated regions. The
overall pressure difference is positive to drive the fluid down-
stream.

5 Conclusions
This work resulted from a need to better understand the fluid

dynamics of stock piping systems, and how V-ball valves affect
those dynamics. An experimental facility was developed to mea-

sure the vortex flow structure and its dominant Strouhal number
for a V-ball valve. Pressurization of the entire system eliminated
the valve cavitation and reduced the system noise drastically.
High-speed video photography, LDV, dynamic pressure measure-
ments, and CFD were used for this investigation.

There exists a dominant large three-dimensional vortex down-
stream of the valve. The centerline of this vortex is a shadow of
the valve lip. There is close qualitative agreement between the
CFD results and velocity and turbulence measurements. The
Strouhal number for V-ball valves was found to be independent of
valve opening. The appropriate characteristic length for Strouhal
and Reynolds numbers is pipe diameter. A fifth-degree polyno-
mial relationship between Strouhal number S and Reynolds num-
ber Re for different valve openings and flow rates have been ob-
tained. The magnitude of S drops with Re. This drop is much
faster for Re,106. Piping system designers can use the empirical
relationship obtained in this research to obtain the dominant fre-
quencies generated by V-sector ball valves to avoid resonance
conditions. Changing the pipe diameter, modifying the flow re-
striction in the valve area, adding an orifice after the valve are
some of the options to detune or attenuate the system resonance
once the vortex frequency is known.
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Hydrodynamic Focusing for a
Micromachined Flow Cytometer
This paper describes hydrodynamic focusing inside a micromachined flow cytometer.
Flow cytometry is a process whereby cells are analyzed and sorted based on hydrody-
namic focusing phenomenon and specific cellular characteristics. In this study, the hy-
drodynamic focusing phenomenon is first modeled by employing potential flow theory.
Then the flow field inside the flow cytometer is numerically simulated. The effect of the
device geometry and relative sheath and sample flow rate on the focusing of the center
flow is explored systematically. At last, a micromachine-based flow chamber is designed
and fabricated on plastic substrates as a micro flow cytometer. Hydrodynamic focusing is
verified with the use of microscopic visualization of water sheath flows and dye-
containing sample flow. Experimental data indicate that the size of focused sample stream
can be reduced to about 3mm, which is applicable to cell sorting and counting.
@DOI: 10.1115/1.1385514#

Introduction
Micromachining techniques and MEMS~Micro-Electro-

Mechanical-Systems! technology have opened a number of oppor-
tunities for researchers in various fields. Micro-sensors, micro-
actuators, and IC control circuits could all be integrated in a small
area using batch-fabrication techniques. MEMS has been an en-
abling technology in various fields, revolutionizing existing fabri-
cation techniques. The applications of MEMS technologies, for
instance in the research of the drug discovery process in the phar-
maceutical industry, or in analytical chemistry, are not only in-
creasing the performance of the conventional analytical methods
and helping our understanding of the analytical process but, much
more important, it allows totally new access to information on the
molecular level. A micro total analysis system~m-TAS!, which
executes sampling, sample transportation, reaction, separation,
and detection, can be realized by using microfabrication tech-
niques@1–3#.

In the past few years, microfabrication of miniature fluidic de-
vices has attracted considerable interest in the field generally
known as microfluids@4–5#. Miniaturization of the fluidic system
has potential benefits including disposability, reduced size, im-
proved performance, low cost, reduced sample and reagent vol-
ume, and reduced power consumption. Furthermore, the integra-
tion of the microfluidic system and detection circuitry can
improve reliability and functionality. The present study will
present an important microfluidic device—a micro flow cytom-
eter. Special attention will be focused on the hydrodynamic focus-
ing phenomenon inside the device.

Flow cytometers have been widely used for cell sorting and
counting for researchers working in the field of medical diagnosis
@6–7#. Figure 1 shows a schematic diagram of a conventional flow
cytometer. Typically, the particles are injected into an electrolyte
and hydrodynamically focused into a single cell stream con-
strained by two concentric sheath flows. Subsequently, the fo-
cused cell stream is then passed through a detection region~opti-
cal or electrical detection! for cell counting or sorting. Several
micro-chip flow cytometers using different substrates have been
reported previously. Miyake et al.@8# reported a five-layer stain-
less steel/glass laminate sheath flow chamber. Hydrodynamic fo-
cusing was demonstrated by microscopic visualization of a water
sheath and dye-containing sample. Similarly, Sobek et al.@9#
demonstrated that microfabricated flow cytometry could be con-
structed on the quartz wafers, which utilized the principle of hy-
drodynamic sheath flow focusing in a manner similar to that used
in conventional flow cytometers. Later, Larsen et al.@10# pre-
sented a micro particle counter based on Coulter principle and
sheath flows. The cell counter was fabricated on silicon substrates
using standard IC~Integrated Circuit! fabrication and anodic
bonding techniques. Hydrodynamic focusing has been observed
successfully during their experiments. Using similar concepts,
Koch et al.@11# reported another micro-chip cell counting device.
A novel technology based on silicon trench etching and subse-
quent deposition of metal electrodes over the trench edges has
been applied for built-in electrode access.

Most of the microfabricated cytometers apply sheath flows for
hydrodynamic focusing of the center flow. However, non-sheath-
flow-based cell-counting device, which only uses a single flow
channel etched into a silicon wafer, has also been reported previ-
ously. The ability for carrying out differential blood cell counts
has been demonstrated by Altendorf et al.@12#. Even though mi-
cromachined flow cytometers have been demonstrated in the lit-
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erature, systematic investigation of the flow field inside the mi-
crofluidic device has not yet been reported, including theoretical
and numerical analysis. The effect of the device geometry on the
hydrodynamic focusing of the center flow has not been explored,
neither. Furthermore, the relative sheath and sample flow rate
plays an important role on the width of the focused cell stream.
Besides, it is also crucial to fabricate a flow cytometer inside a
small area such that the cost of microfabrication can be reduced.
Consequently, the length of which the width of the focused stream
reaches a cell size becomes a critical design parameter. The
present study is therefore aimed at exploring the technique for
achieving the focused flows, referred to as ‘‘hydrodynamic focus-
ing,’’ inside a flow cytometer.

In order to mass-fabricate cheap, disposable microfluidic chips,
a novel hot embossing method to duplicate microfluidic channels
on plastic~Polymethylmethacrylate, PMMA! substrates has been
developed@13#. Microfluidic devices can be fabricated with ease
at low cost using this method. In addition, reliable bonding meth-
ods for PMMA plates have also been developed to seal the mi-
crofluidic devices. In the present study, these micromachining
techniques have been applied to fabricate a micro flow cytometer
for cell sorting and counting. Microfluidic devices have very
smooth and reproducible features using the developed techniques.
Details including design, fabrication, characterization, as well as
operation of the micromachined flow cytometer, will be discussed
in the following sections.

Design and Fabrication of Micro Flow Cytometry
Figure 2 represents a simplified micro flow cytometer. It is

composed of three channels. The cell samples are injected from
the center channel and focused hydrodynamically into a single
cell stream constrained by flows from two sheath channels. The
profile of the convergent part could be critical to the nozzle de-
sign. A smooth profile is applied to avoid potential loss of flow
energy. The geometry of the inner and outer nozzles described by
the following equations@14#.

~i! l ,Lm

r 5~r 12r 2!F 12

S l

Lc
D 3

S Lm

Lc
D 2G 1r 2 (1)

~ii ! l .Lm

r 5~r 12r 2!F S 12
l

Lc
D 3

S 12
Lm

Lc
D 2G 1r 2 , Lm5Lc/2 (2)

wherer and l are radial and axial coordinates, respectively~Fig.
2!.

Figure 3 shows a schematic representation of a simplified fab-
rication process for flow cytometers. A commercial blank photo
mask substrate~Nanofilm, Inc.! consisting of three layers~12mm
photoresist, 1-mm Cr, and 2.3-mm quartz, respectively! was used
as a master template on which microfluidic devices were fabri-
cated. Microfluidic devices on the quartz substrate were formed
by using wet etching~Buffered oxide etchant, BOE, 6:1! with Cr
as etch masks. BOE was chosen due to the act that the fabricated
micro structure has a smoother appearance than hydrofluoric acid
~HF! etching. Quartz was etched in all areas except the masked
area, and the resulting structure was inverse raised three-
dimensional image of the channels. The micromachined quartz
templates can then be used repeatedly to fabricate cheap and dis-
posable plastic devices.

The microfluid devices were then imprinted on plastic blanks
by placing quartz templates with inverse raised image on top of a
PMMA blank. During the fabrication process, a hot embossing
machine was used to apply uniform and reproducible pressure
(.1.253105 N/m2! on the templates~Fig. 4!. During the com-
pression process, both PMMA and quartz template were heated
above transition temperature~105 °C! of the plastics for at least 10
minutes. Experimental data showed that hot embossing was an

Fig. 1 Schematic representation of a conventional flow cytom-
eter. Center flow is focused hydrodynamically into a single cell
stream due to sheath flows Fig. 2 Schematic representation of the micro flow cytometer

„a…, and close-up schematic of the convergent nozzle
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effective method to duplicate microfluidic devices on plastic sub-
strates. The resulting structure shown in Fig. 5 was then clamped
with another blank PMMA cover plate to form the sealed chan-
nels. The PMMA devices were heated at a higher temperature
~108 °C! for at least 12 minutes for bonding. Prior to bonding,

four through holes~800mm in diameter! were drilled on the cover
plate as flow inlets and outlets. These holes were aligned under
microscope with the ends of the channels. The good sealing of
micro channels were observed. In the present study, the hot-
embossing method was applied to fabricate a micro flow cytom-
eter ~Fig. 5!.

The reproducibility of the microfabricated flow cytometers us-
ing hot embossing methods was evaluated by measuring 10 chan-
nels on different plastics. The channels were characterized on the
basis of the depth of the channels, as well as the width of the
channels at the surface of the plastic. The cross-sectional geom-
etry of the channels was obtained from surface profilometer
~alpha-step 500! and the results are shown in Fig. 6. It should be
noted that 10 sets of data, along with that for a quartz template,
have been plotted on the same figure. It can be clearly seen that
the surface profile of the channel on PMMA plates corresponds
well to that on the quartz template. The average depth of the
channels is 38.12mm and the relative standard deviation is less
than 1%. The average with at the top of the surface is 102.9mm,
with a relative standard deviation of 2.17%. These data show that
hot embossing is an effective method to duplicate microfluidic
devices on plastic substrates.

Theoretical Model
The objective of the section is to propose a theoretical model to

predict the width of focused center flow inside a micro flow cy-
tometer. Kachel et al. reviewed hydrodynamic properties of con-
ventional flow cytometry instruments using potential flow theory
@15#. Consider an area in the reservoir~A! that is located a dis-
tance~s! from the inlet to the tube of radius~R! ~Fig. 7!. Assum-

Fig. 3 Fabrication process for quartz master templates. Mi-
crofluidic devices on the quartz substrate were formed by us-
ing wet etching „buffered oxide etchant, BOE, 6:1 … with Cr as
etch masks

Fig. 6 Cross-sectional geometry of the micro channels. Note
that 10 sets of data are plotted on the same figure along with
one from a quartz template

Fig. 4 Schematic diagram of hot embossing methods. A hot
embossing machine was used to apply uniform and reproduc-
ible pressure on the surfaces. The entire devices were heated
above transition temperature of the plastics for at least 10
minutes

Fig. 5 Picture of a microfabricated flow cytometer. It was fab-
ricated on PMMA substrates using hot embossing methods
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ing fluid passes through with the same velocity at each cross sec-
tion, conservation of mass assures the following equation:

VA2•p•s25 n̄•pR2 (3)

VA

n̄
5

R2

2s2 (4)

whereVA and n̄ are velocities at point A and inlet of the tube,
respectively. The above equation is the principle of ‘‘hydrody-
namic focusing’’ which is used in most flow cytometric instru-
ments. The area~A! represents the cross-sectional area of an in-
jection tube containing cells in our case. These cells would be
focused into a small stream cross the area~a! where detection of
cells would be performed. Using the similar concept, one can
derive the equation for flow inside a planar micromachined flow
cytometer. In Fig. 8 consider the two-dimensional situation where
sample flow is from a larger inner nozzle into a small focused cell
stream. Likewise, conservation of mass requires that the amount
of fluid crossing the center channel must equal the amount of fluid
crossing the focused stream. It follows that

n̄2•D25nc•d (5)

d5
n̄2

nc
•D2 (6)

whereD2, d, n̄2, n2 are width of the center channel before focus-
ing, width of the focused stream, velocities inside center channel
and focused stream, respectively. The flow inside the micro cy-

tometer is considered to be laminar, and the diffusion and mixing
between focused stream and sheath flows is assumed negligible.
With the above assumption, conservation of mass assures the fol-
lowing equations.

ṁin5r1n̄1•D11r2n̄2•D21r3n̄3•D3 (7)

ṁout5raJa•Da (8)

n̄a5
~r1n̄1D11r2n̄2D21r3n̄3D3!

raDa
(9)

where ṁin and ṁout are mass flow rates of the inlet and outlet
flows; D1 andD3 are width of the inlet channels 1 and 3, respec-
tively; n̄1, n̄2, and n̄3 are velocities in sections 1, 2, and 3;n̄a is
average velocity inside outlet sectionDa . Assuming that it is a
fully-developed laminar flow inside the outlet channel, velocity
profile inside the sectionDa is parabolic-distributed. It follows
that

nc5nmax51.5n̄a (10)

wherenc is the velocity at the center line of the channel.
Therefore, the width of the focused center stream can be repre-

sented as

d5
n̄2

nc
•D25

ran̄2•D2Da

1.5•~r1n̄1D11r2n̄2D21r3n̄3D3!
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raDa
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n̄2
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1r21r3

n̄3

n̄2

D31

D2
D (11)

The above equation is used to predict the width of the focused
stream inside the flow cytometer. It indicates that the width of the
focused stream is inversely proportional to the relative sheath and
sample flow rate and proportional to volumetric flow rate of the
sample flow. The results calculated from the above simple model
have also been compared with numerical simulation and experi-
mental data, which will be discussed in the following sections.
The above equation provides a simple guideline to predict the
width of the focused stream. It should be also noted that Eq.~11!
does not provide any information regarding the effect of device
geometry~such as relative location of the inner and outer nozzles!
on the width of the focused stream. The numerical simulation
method will be used to explore the geometry effect in the next
section.

Numerical Simulation
The schematic diagram of the physical model for the micro

flow cytometer is shown in Fig. 8. The following assumptions are
made to simplify the mathematics without losing the essential
physics:

1 The flow is Newtonian, steady, laminar, and incompressible.
2 Only two-dimensional flow is considered in the present

study.
3 Neglect gravity force.
4 Nonslip condition applies on the solid boundary.
5 Isothermal distribution in temperature field is assumed.

Governing equations.

~a! Continuity equation

]

]xj
~ruj !50 (12)

wherer anduj are density and velocity vector, respectively.
~b! Momentum equation

]

]xi
~ruiuj !52

]p

]xi
1

]t i j

]xi
(13)

Fig. 7 The coordination of potential flow theory showing the
fluid passing through the cross section „A… in the distance „s…
is focused to a smaller cross section „a… inside a tube †15‡

Fig. 8 Schematic representation of a micromachined flow cy-
tometer. Note that inner and outer nozzles have a convergent
profile
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wherep andt i j are pressure and stress tensor, respectively.
The Navier-Stokes equations along with appropriate boundary

conditions are solved numerically using finite volume method
with SIMPLEC~Semi-Implicit Method for Pressure-Linked Equa-
tions Consistent! algorithm@16#. Supplementary numerical calcu-
lations performed on grids ranging from 90336 to 160380 sug-
gest that satisfactory grid independence could be achieved using a
150360 grid. Table 1 lists all geometric parameters for the flow
cytometers. The following sections will discuss the numerical
results.

Geometry of Outer Nozzles. Three types of outer nozzles
have been chosen to evaluate the effect of geometry on the hydro-
dynamic focusing. The relative sheath and sample flow rate is
kept constant~10:1! to achieve reasonable flow focusing and the
location of the inner nozzle is fixed for all cases. Table 2 shows
the width of the focused stream for three cases. It has been found
that the focusing effect becomes prominent as outer nozzle is
shorten. For the third case~Lc52 mm!, the width of the focused
stream can be scaled to 7.8mm at the exit of the outer nozzle. The
data indicate that appropriate design of the outer nozzle could
appreciably improve the performance of hydrodynamic focusing.
It also implies that one can achieve effective hydrodynamic fo-
cusing in a very short length.

Locations of the Inner Nozzle. The location of the inner
nozzle for sample flow injection could also play an important role
on hydrodynamic focusing. Three cases corresponding to three
different locations of the inner nozzle in Table 3 are calculated for
demonstration. It shows that the width of the focused stream is a
strong function of the locations of the inner nozzle. While the exit
of the inner nozzle is aligned with the inlet of the outer nozzle
~case 1!, the width of the focused stream is 42.3mm at the exit of
the outer nozzle. Furthermore, the width can be scaled down to
7.8 mm while inner nozzle is moved to the middle of the outer
nozzle. However, it becomes larger~47.9mm! as the inner nozzle
is moved toward further downstream location.

Relative Sheath and Sample Flow Rate. The relative
sheath and sample flow rate is another important parameter for
operation of the flow cytometer. Equation~11! indicates that the
width of the focused stream decreases as the relative sheath and
sample flow rate increases. Figure 9 shows the variation of the
width of the focused stream along with axial location for flows
with different relative flow rate ratios. The trend is consistent with
results predicted by Eq.~11!. For the case with a relative flow rate
ratio of 10, the focused width could be scaled down to 10 percent
of the original width at a distance less than 300mm. Figure 10

represents the variation of the width of the focused stream along
with the relative flow rate while measured at the exit of the micro
flow cytometer. It shows that the width of the focused stream is
inversely proportional to relative sheath and sample flow rate. The
width of the focused stream can be scaled down to 7.4mm, while
the flow rate ratio reaches 10.

Fig. 9 Variation of the width of the focused stream along with
axial location for flows with different relative flow rates. Note
that the focused width „d… is normalized by a reference width
„d 0…, which is the width measured at the exit of the inner nozzle

Fig. 10 The variation of the width of the focused stream along
with relative flow rates while measured at the exit of the flow
cytometer

Table 1 Geometric parameters for the flow cytometer

Table 2 Geometry of the outer nozzles versus hydrodynamic
focusing width. The widths of the focused stream „d 1 and d 2…

are shown in the table for three cases. It has been found that
the focusing effect becomes prominent as outer nozzle is nar-
rowed down to a shorter length. In Tables 2–4, d 1 and d 2 are
widths of the focused stream measured at the end of the con-
vergent part of the outer nozzle and the outlet of the flow cy-
tomter, respectively

Table 3 Locations of the near nozzle versus hydrodynamic
focused width. It shows that the width of the focused stream is
a strong function of the locations of the inner nozzle. The pa-
rameter x is the location of the inner nozzle, which is measured
from the inlet of the sample flow

676 Õ Vol. 123, SEPTEMBER 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Another important issue for hydrodynamic focusing inside a
flow cytometer is the length it takes to reach a focused stream.
One would like to design a micro flow cytometer inside a smaller
area such that the cost of the chip can be reduced. In this study, a
‘‘focused length’’ is defined as the length of which focused stream
reaches 10 percent of the width at the exit of the inner nozzle.
Figure 11 shows the variation of the focused length along with the
relative sheath and sample flow rates. As expected, larger relative
sheath and sample flow rates achieve shorter focused length. The
focused length can be as short as 20mm for a relative flow rate of
10.

Experimental Section
A micromachine-based flow cytometer has been fabricated us-

ing techniques described in the previous section. The flow cytom-
eter has the same geometry as shown in Fig. 2. According to
numerical simulation, one can best obtain hydrodynamic focusing
of the center flow while the inner nozzle is placed at the middle
location of the outer nozzle. Therefore, only this geometry has
been chosen for hydrodynamic tests. Hydrodynamic focusing was
investigated with water sheath flows and a dye-containing sample

flow under a microscope. An image processing system, consisting
of a high-resolution CCD video camera, an image interface card
and a PC, was used for image acquisition.

The sheath and sample flows are injected from inlets by syringe
pumps. The velocity of the sample flow is fixed at 0.02 mm/s and
the sheath flow velocity ranges from 0.05 mm/s–1.4 mm/s, result-
ing in a relative sheath and sample flow rate of 2.5–70. A stable
focused sample stream could be formed while an appropriate rela-
tive sheath and sample flow rate is applied~Fig. 12!. As the flow
rate of the sheath flow increases, the width of the focused sample
stream is reduced accordingly. Figure 13 represents the variation
of the width of the sample stream along with the relative sheath
and sample flow rates. It showed that the width of the center flow
could be scaled to the size of a cell. For example, as the relative
sheath and sample flow rate reaches 25, the width of the focused
stream is about 10mm. The width can be even scaled down to 3
mm while the relative sheath and sample flow rate reaches 70. The
value is suitable for single cell sorting and counting application
since the size of a red blood cell is on the same order.

It is noted that experimental data are higher than numerical
results. In the present study, only two-dimensional flow is consid-
ered for numerical solvers. However, the flow inside the micro
flow cytometer is truly three-dimensional in nature. It is specu-
lated that the discrepancy comes from three-dimensional effect.
Table 4 shows two cases considering 2-D and 3-D situations
simulated by the same numerical solver. The width of the focused
stream is higher in 3-D case~23.2mm! than in 2-D case~7.5mm!.
One possible reason is stated as follows: Since the depth of the
channel is only 40mm, the center flow cannot be constrained
efficiently such that it will take longer length to achieve effective
focusing. Besides, viscous forces on the upper and lower walls
will also impose an adverse effect on hydrodynamic focusing. As
a result, one can expect that experimental data are higher than
numerical results. It also implies that micro flow cytometers with
a higher aspect ratio could have better flow focusing effect.

The width of the focused stream calculated from Eq.~11! was
also plotted on Fig. 13 for comparison. It is noted that experimen-
tal data are reasonably accordant with theoretical results predicted

Fig. 12 Focused sample stream inside a flow cytometer. Hy-
drodynamic focsuing is verified with the use of microscopic
visualization of water sheath flows and dye-containing sample
flow

Fig. 11 The variation of the focused length along with the rela-
tive sheath and sample flow rates

Fig. 13 The variation of the width of the focused stream along
with relative flow rates

Table 4 2D versus 3D cases in a flow cytometer
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by the simple model at high flow ratios. For example, the width of
the focused stream is 17.2mm and 20.8mm for experimental and
theoretical data, respectively, at a flow rate ratio of 45. It indicates
that the simple model proposed by the present study is a reliable
theoretical tool for predicting the performance of flow focusing
inside a micromachined flow cytometer.

Similarly, using the same definition of ‘‘focused length’’ as
shown in the previous section, one can obtain experimental data
for focused length. Figure 14 shows the variation of the focused
length along with the relative sheath and sample flow rates. As
expected, larger relative sheath and sample flow rates achieves
shorter focused length.

Conclusions
The working principle of the flow cytometer is the hydrody-

namic focusing effect of a center flow, surrounded by two sheath
flows. The width of the center cell flow will be decreased hydro-
dynamically such that only one cell is allowed to be located at the
center region and ready for detection and sorting. In this study, the
hydrodynamic focusing phenomenon is first investigated by em-
ploying potential flow theory. A theoretical model for prediction
of the focused cell stream is proposed. Then the flow field inside
the flow cytometer is simulated numerically. The effect of the
device geometry and inlet velocities of the flow on the focusing of
the center flow is explored systematically.

At last, a micromachine-based flow chamber is designed and
fabricated on plastic substrates as a micro flow cytometer. Hydro-
dynamic focusing is verified with the use of microscopic visual-
ization of water sheath flows and dye-containing sample flow. The
width and length of the focused stream is measured. Experimental
data indicate that the size of focused sample stream can be re-
duced to less than 10mm, which is applicable to cell sorting and
counting.

Efforts from this work will enable us to develop key technolo-
gies for the development of microfluidic chips capable of cell
sorting and counting. Based on the results from the study, one will
explore the possibility to apply the chips on the related fields, such
asm-TAS, clinical hematology and oncology.
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Nomenclature

A 5 area in the reservoir
a 5 area inside a tube

D1 5 width of the inlet channel 1 in the inlet section before
focusing

D2 5 width of the inlet channel 2 in the inlet section before
focusing

D3 5 width of the inlet channel 3 in the inlet section before
focusing

Da 5 width of the channel in the outlet section
d 5 width of the focused stream

d0 5 width of the focused stream measured at the exit of the
inner nozzle

d1 5 width of the focused stream measured at the end of
convergent part of the outer nozzle

d2 5 width of the focused stream measured at the exit of the
flow cytometer

L 5 length of sample inlet section
L1 5 length of the sample outlet section
Lc 5 total length of the convergent part
Lm 5 length at inversion point of the convergent part

l 5 axial coordinate of the convergent part
p 5 pressure
R 5 radius of the tube
r 5 radial coordinate of the convergent part

r 1 5 half width of the convergent part at starting location
r 2 5 half width of the convergent part at ending location
s 5 distance from the inlet to the tube

VA 5 velocity at point A
x 5 axial coordinate
n̄ 5 velocity at the inlet of the tub

n̄a 5 average velocity in the outlet section
nc 5 velocity of the focused stream
n̄1 5 velocity inside the first channel
n̄2 5 velocity inside the second~center! channel
n̄3 5 velcoity inside the third channel

ṁin 5 mass flow rate of the inlet flow
ṁout 5 mass flow rate of the outlet flow

r 5 denisty of the fluid
t i j 5 shear stress tensor
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Numerical Solution of
Incompressible Unsteady Flows
in Turbomachinery
A three-dimensional incompressible viscous flow solver of the thin-layer Navier-Stokes
equations was developed for the unsteady turbomachinery flow computations. The solu-
tion algorithm for the unsteady flows combines the dual time stepping technique with the
artificial compressibility approach for solving the incompressible unsteady flow govern-
ing equations. For time accurate calculations, subiterations are introduced by marching
the equations in the pseudo-time to fully recover the incompressible continuity equation at
each real time step, accelerated with a multi-grid technique. Computations of test cases
show satisfactory agreements with corresponding theoretical and experimental results,
demonstrating the validity and applicability of the present method to unsteady incom-
pressible turbomachinery flows.@DOI: 10.1115/1.1383595#

Introduction

Computational Fluid Dynamics~CFD! techniques are very use-
ful tools for design and analysis of complex fluid machinery. Al-
though most of the current CFD research activities are on steady
flows, there is an increasing interest in unsteady flow computa-
tions. Unsteady blade row interaction is an inherent phenomenon
for all kinds of turbomachinery, due to relative motion of rotor/
stator bladerows. The effects of the unsteadiness on time-averaged
performance, as well as on blade forced responses, are of great
interest for designs of modern turbomachinery.

As far as radial turbomachines are concerned, pronounced
rotor-stator interactions are expected, since the spacing between
impeller and diffuser rows is normally quite small. In centrifugal
pumps and compressors, many researchers observed that a highly
distorted flow was discharged from an impeller exit~Eckardt@1#,
Krain @2#!. Also the pressure field in the frontal part of a diffuser
passage may be very nonuniform. Both would result in a strong
unsteady interaction between the blade rows.

There have been some experimental and numerical studies of
the unsteady blade row interaction problems in centrifugal ma-
chines at a high-speed flow condition~Yamane and Nagashima
@3#, Filipenco et al.@4#!. However most of research experiments
are operated in a low speed~incompressible! flow condition~e.g.,
Inoue and Cumpsty@5# Ubaldi et al.@6#!, because of limitation in
costs and difficulties in instrumentation at high speeds. For pumps
in which the working fluid is essentially incompressible, it was
suggested that the amplitude of the pressure fluctuations due to the
unsteady blade row interaction may have the same order of mag-
nitude as the total pressure rise across the pump~Arndt et al.@7#!.
This would affect both the fluid dynamic and the structural per-
formances, especially in relation to the minimum unsteady pres-
sure associated cavitations. Bladerow interaction is also respon-
sible for the noise generation in the pumping system~Akin and
Rockwell @8#!.

Currently, most numerical studies on unsteady turbomachinery
flows are restricted in the compressible flows. It is probably be-
cause the most commonly used method for the unsteady compu-
tations is the density-based time-marching technique that is
known to have severe restrictions at a low Mach number flow, due

to the non-time-dependent form of the incompressible flow conti-
nuity equation. A widely used approach for steady incompressible
flows is to introduce the pseudo-compressibility~Chorin@9#!. This
method was validated for various flow situations by many re-
searchers~e.g., Rizzi and Eriksson@10#, Farmer et al.@11#!. The
method was also applied to the turbomachinery flows~e.g.,
Walker and Dawes@12#!. The advantage of the method is that it
can be easily implemented in the frame of the conventional time-
marching compressible flow solvers. However, this method is
only applicable to steady flow computations since the modified
governing equations with the pseudo-compressibility assumption
lose the physical meaning until the converged solution is obtained.

The main objective of the present work is to simulate unsteady
incompressible flows in turbomachinery by using a time marching
based method. For time-accurate unsteady flow computations, the
dual time-stepping technique~Jameson,@13#! is adopted to per-
form inner-iterations in order to satisfy the divergence condition
of the incompressible continuity equation at each real time step. A
similar approach has been adopted for 3D inviscid Euler calcula-
tions of free-surface problems by Belov et al.@14#. The focus of
the present work is on a 3D unsteady thin-layer Navier-Stokes
solver applicable to blade row interaction problems in low speed
centrifugal compressors and pumps.

Computational Methodology
The unsteady three-dimensional incompressible thin-layer

Navier-Stokes equations are adopted. The flow governing equa-
tions in absolute cylindrical coordinate system with a pseudo-
compressibility has a form of,

]

]tE E E
Dv

QdV1 R R
A
@Fnx1~G2Uvr !nu1Hnr #•dA

5E E E
DV

~Si1Sv!dV (1)
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The termp/b2 accounts for the pseudo-compressibility~Chorin
@9#! introduced in the governing system. The parameterb has a
dimension of velocity and determines the artificial acoustical
speed. The convergence rate and stability of the method are de-
pendent strongly upon the value ofb chosen. In this solver, the
value ofb is kept constant through the flow field and it is deter-
mined by the formula:

b5cA~u21v21w2!max (3)

wherec is the constant taken in the order of unity. It was found
that a small value of c was beneficial for fast convergence, how-
ever a value smaller than 1.0 could cause stability problems.In
the present work,c was typically taken to be 1.2.The pseudo-
compressibility equations are integrated in the pseudo-time until
the velocity divergence-free condition of the continuity equation
is satisfied, where the convergence is decided by checking the
error which is defined as the maximum pressure difference from
the previous time step divided by the inlet dynamic head.

The effect of viscosity is taken into account in a form of source
terms inSv . They are modeled under the thin-layer assumption so
that the viscous stress terms in the directions tangential to solid
surfaces are included~He and Denton,@15#!. The effect of the
turbulent eddy viscosity is included by the Baldwin-Lomax mix-
ing length model.

Since the governing equations with the pseudo-compressibility
are marched in the pseudo-time, the transient part of the compu-
tation has no physical sense. In order to conduct unsteady flow
computations, the dual-time stepping technique~Jameson@13#!
was introduced and combined with the pseudo-compressibility
method. In this scheme, the pseudo-compressibility method is a
means to satisfy the continuity equation at every real time step,
and the equations are marched in the real time by the fully implicit
formulation. The complete formulation for the current time
marching scheme with the second order real time derivative is:

]Qn11

] t̃
1Rn111

1

2Dt
~3Q̃n1124Q̃n1Q̃n21!50 (4)

where,

Q̃5S 0

ru

rvr

rw
D (5)

where superscript ‘‘n’’ denotes the real time level for the unsteady
computations andR is the net fluxes. At a converged state, the first
term with the pseudo-time derivative is driven to zero to fully
satisfy the incompressible unsteady flow governing equations.

The flow equations are discretized in space in the cell-centred
finite volume form and are integrated in the pseudo-time using the
four-stage Runge-Kutta scheme.Since no temporal accuracy is
required for the pseudo time-marching, standard acceleration
methods for steady flows can be directly applied. In the present

work, a simple multi-grid technique (He [16]) is adopted, which
typically enables an equivalent time-step around 50;80 times
larger than that allowed by the numerical stability based on the
smallest mesh spacing.In solving the discretized governing equa-
tions, the forth-order artificial damping terms are added to avoid
the oscillatory odd-even decoupling. To minimize unnecessary
diffusion in the high shear region, the damping terms are scaled
by the local convection speed with respect to the local eigen-value
~Farmer et al.,@11#!.

Boundary conditions are applied at wall surfaces, inlet/exit, and
circumferential boundaries. On solid surfaces, a slip condition is
applied with an approximate form of the log law model~Denton,
@17#!. At the inlet of the computational domain, total pressure and
flow angles are specified while, at the outflow boundary, static
pressure is specified for the current version. Other unspecified
components at the boundary are extrapolated from the interior
domain. For the stage configurations with different blade numbers
in each row, the number of passages will be taken to cover the
same total circumferential length. At the interface between the
rotating and stationary mesh frames, the flow fluxes are calculated
based on the linear interpolation between two meshes, ensuring
the instant information exchange across the interface.

Numerical Examples
The method has been implemented in a computer code based on

a previous compressible flow solver for unsteady multi-stage tur-
bomachinery flows~He @18,19#!. A range of steady and unsteady
computations were carried out for validation purposes~Sato@20#!.
Two unsteady flow cases are presented here.

Laminar Boundary Layer With Freestream Oscillation.
An unsteady laminar boundary layer on a flat plate with a fluctu-
ating main stream has been computed for the purpose of assessing
the capability for the unsteady viscous flow computations. The
laminar boundary layer is subject to a small sinusoidal fluctuation
in the main stream flow, for which there is a well established
semi-analytical solution~Ackerberg and Phillips@21#!. For the
computation, a two-dimensional mesh, which consists of the 663
50 points in streamwise and normal direction was used.

The grid points were arranged near the wall so that there were
approximately 30 points across the boundary layer in order to
resolve the boundary layer flow. The flow computations have been
operated in very low speed where the mean free stream velocity of
5.6 m/s. The free-stream oscillation was realized by applying the
sinusoidal exit static pressure fluctuation. The amplitude of the
free-stream velocity fluctuation was taken to be very small~about
0.53 percent of the mean velocity! to ensure a linear behavior of
the unsteady flow. Comparisons are made for the velocity profile
and phase angle across the boundary layer in the complex form
against the semi-analytical solution by Ackerberg and Phillips
@21#, as shown in Fig. 1. An excellent agreement is obtained.

Fig. 1 Comparison of flow profile inside boundary layer in
complex form
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Centrifugal Pump Stage. An unsteady flow for a centrifugal
impeller with a vaned diffuser, for which detail time-averaged and
unsteady data were available~Ubaldi et al. @6#! was computed.
This experimental centrifugal pump has a simplified 2-D configu-
ration. Basic dimensions of the system and operating condition are
given in the Table 1. In the experiment, instantaneous and
ensemble-averaged velocity profiles were measured at the impel-
ler outflow using the hot-wire technique. Instantaneous and en-
semble averaged static pressure distribution on the shroud surface
are also measured through the passage. In the present study, com-
parisons were made for the impeller outlet section.

In order to obtain unsteady solutions comparable to the experi-
mental unsteady data, a numerical simulation is conducted on a
computational domain including all the blade passages in the
pump system. A H-type mesh~Fig. 2! that consisted of 874,000
nodal points~50 3 58 3 20 3 7, 30 3 65 3 20 3 12 in pitch-
wise, streamwise, spanwise directions and the number of the pas-
sages for 1st and 2nd rows! was used.The mesh points were
clustered toward endwall and blade surfaces, with a typical ratio
of 1.2 between adjacent mesh cells. The number of real time steps
in one impeller blade-passing period was 120.

The comparisons of the solutions were made at the same level
of the mass flow rate, which is regulated by the careful adjustment
of the exit static pressure. The final values of the time averaged
flow rate coefficient and the total pressure rise coefficient mea-
sured at the exit of the computational domain were 0.048 and
0.69, respectively, in the computation.

Figure 3 shows the history of the blade forces acted on the
impeller and diffuser in tangential direction. The computation was
started from the solution given from a different blade count~7
impeller blades and 14 diffuser vanes! and then 14 impeller blade
passing periods in total were computed. In the first 7 periods, the
computation was performed with 40 inner iterations at each real
time step. Then the number of the inner iterations was increased to
a minimum of 50 in order to reduce the error in the real-time
marching formulation. Concurrently, the maximum error was kept
smaller than 0.05 percent through the computation. The total com-
putational time required for 14 periods was approximately 390
hours on the SGI power challenge when dual-processors were
used.

Figure 4 and Fig. 5 show the time averaged discharged flow
profile at the impeller exit in the pitchwise direction at the mid-
span from both the prediction and experiment. The relative loca-
tions of the impeller trailing edges are marked in the top of the
figures. The computed radial velocity profile shows a qualitative
agreement with the experiment. However, the predicted velocity
levels are a little less than that of the experiment. Since the same
flow rate as the experiment was achieved, the computed mean
radial velocity should be the same as the experimental one. Given
that the radial velocity at the mid-span was underpredicted (Fig.
4), this seems to suggest that that the viscous blockage effect in

Table 1 Parameters of centrifugal pump case

Number of impeller blade zi 5 7
Number of diffuser vanes zd 512
Rotational speed n 52000 rpm
Flow rate coefficient f 5 0.0475
Total pressure rise coefficient C 5 0.65
Reynolds number Re5U2L/n Re56.53105

Fig. 2 Computational mesh

Fig. 3 Blade forces history in tangential direction

Fig. 4 Time-averaged Radial velocity profile at mid span of
impeller outlet

Fig. 5 Time-averaged relative tangential velocity profile at mid
span of impeller outlet
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the regions near end-walls be underpredicted, which might be
because the viscous flow structures near the endwalls were not
sufficiently well resolved with the current grids.

The comparison of the relative circumferential velocity profile
shows that the computation under-predict a local low momentum
fluid region near the mid-pitch toward the pressure surface
(yi /Gi'0.9, in Fig. 5!, which is observed in the experiment.
Ubaldi et al. ~@6#! suggested that this low momentum region is
originated from the tip leakage flow. For the computations, the tip
clearance is implemented by a simple model with only one com-
putational cell in the tip clearance region. A computation without
tip clearance was also attempted. The tip-leakage flow is expected
to be influential especially in the endwall region. In terms of the
results of the velocity in the mid-span where the experimental data
were available, the computations with and without the tip clear-
ance did not show a marked difference.

Figures 6 and 7 show unsteady radial and relative tangential
velocity profiles at impeller outlet at certain time instant with the
relative position of the impeller and diffuser vane indicated on top
and bottom of the figures, respectively. The observation of the
flow velocity vectors~not shown! seems to suggest that the two
velocity deficits observed in the instantaneous radial velocity pro-
files near the diffuser vane is due to the interaction effect of the
impeller blade wake and the diffuser leading edge. This effect is
clearly captured in the numerical solutions. The interaction effect
observed in the instantaneous relative tangential velocity profile in
the computation is overestimated. The time averaged relative tan-
gential velocity profile~Fig. 5! shows that the depth of the impel-
ler blade wake is overestimated in the computation compared with
that in the experiment. This seems to be responsible for the pro-
nounced interaction effect in the computation. However, the com-
putational results capture the trend of the experimental data quite
well.

Sensitivity Study. A study has been performed to examine
the mesh density dependency, the number of the real time steps
per period and the number of the pseudo-time iterations every real
time step. This study has been conducted with a modified pump
configuration with 7 impeller blades and 14 diffuser vanes for the
purpose of reducing the computational cost. For this case, only 1
impeller passage and 2 diffuser passages were used. The numeri-
cal test has been conducted by varying the parameters individually
to examine those effects on the solutions. Due to the different
diffuser vane number, the comparison of instantaneous experi-
mental data that is defined in terms of the relative locations be-
tween the rotor and stator is no longer possible. As a result, the
results presented here are only in the time averaged sense.

Mesh Density Dependency. Three meshes with different
grid points in different directions were used:

Fig. 8 Comparison of relative tangential velocities with differ-
ent mesh densities

Fig. 6 Instantaneous radial velocity profile at impeller outlet,
mid span

Fig. 7 Instantaneous relative tangential velocity profile at im-
peller outlet, mid span
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Mesh ~a!: 50 3 58 3 20 3 1130 3 65 3 20 3 2
Mesh ~b!: 35 3 58 3 30 3 1126 3 65 3 30 3 2
Mesh ~c!: 50 3 58 3 35 3 1130 3 65 3 35 3 2
Figure 8 shows the time-averaged relative tangential velocity

distributions obtained from the computations using these meshes.
Slight difference is observed in the results partly because of the
different flow level for those cases~flow rate coefficients: 0.0478,
0.0458, 0.0455 for mesh a, b, c, respectively!. Overall the results
agree with each other well and do not show significant mesh de-
pendence. In the following studies, the computations have been
conducted using the mesh type a!.

Number of Real Time Steps Per Period. Different numbers
of real time steps per period~30, 50, 70, and 100! were used in the
computations and the results were compared~Fig. 9 and Fig. 10!.
The number of the pseudo-time iterations was fixed to 40 at each
real time step where the maximum errors of less than 0.1 percent
were obtained for all these computations. With an increased num-
ber of real time steps, the computations begin to capture the
higher harmonic components, as a result of an improved time-
wise resolution. The results show some slight difference in the
time averaged solutions~Fig. 9! and suggest that, for this centrifu-
gal pump stage, at least 70 real time steps per period is required to
capture the effect of higher order unsteadiness. This is also con-
firmed by the comparison of the stator-generated unsteadiness
~Fig. 10!, showing that the calculations converge to a time-step
independent solution with the real time steps of 70 or more per
period. On the other hand, for the simple laminar boundary layer
with a freestream fluctuation, where higher order harmonic un-
steadiness is negligible, numerical tests showed that unsteady ve-
locity profiles could be captured perfectly well with the real time
steps as few as 10 in one period. This contrast suggests that the
higher order harmonic component must be captured in order to
obtain a reasonable ensemble averaged solution.

Number of Pseudo-Time Iterations. The number of the
pseudo-time iterations at each real time-step was found to affect
both accuracy and convergence. Generally, the number of the
pseudo-time iterations needs to be increased with an increase
in mesh density or a decrease in number of real-time steps per
period.

In unsteady flow calculations, we would usually use the peri-
odicity of flow variables as an indication of convergence. One
needs to recognize that the inviscid part of the flow would con-
verge at a very different rate compared to that of the near wall
viscous flow region, because of different speeds of information
propagation. A sufficient number of the pseudo-time iteration has
to be performed so that the viscous as well as the inviscid parts of
the flow field are fully converged at each real-time step. It was
found that if the number of the subiterations at each real-time step
was not sufficient, the accumulation of errors could lead a stability
problem. Figure 11 shows an example of such a case. In this
viscous flow computation, 20 pseudo-time iterations were per-
formed at each real-time step. The time history of the blade force
indicated a periodic behavior for a while before an oscillatory
pattern started to grow. The solution eventually became divergent.
For the same case, a converged solution was obtained if the num-
ber of the pseudo-time iterations was increased to 30 or more.

Through the numerical tests, it was found that for a typical
unsteady case with 50 or more real-time steps per period, the
inviscid solutions with relatively coarse meshes could be ad-
equately obtained with about 20 pseudo-time iterations per each
real step. The number needs to be increased up to 30 to 50 for the
viscous computations with finer meshes~;100,000 per passage or
more!. As shown in Fig. 12 for a viscous computation with 50 real
time steps per period, 30 pseudo-time iterations per each real time
step seem to be sufficient. However, for computations with much
finer meshes~e.g., the unsteady boundary layer computations in

Fig. 9 Comparison of relative tangential velocities with differ-
ent numbers of real time steps Õperiod

Fig. 10 Comparison of stator-generated unsteadiness with dif-
ferent number of real time steps Õperiod

Fig. 11 Blade force histories with relatively smaller number of
pseudo-time iterations

Fig. 12 Comparison of relative tangential velocity with differ-
ent pseudo-time iteration numbers
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which nearly 30 grid points were allocated inside the boundary
layer!, 100 or more pseudo-time iterations may be required at
each real time step to achieve an adequately converged solution.

The results of these sensitivity studies provide useful guidance
for large scale practical computational applications.

Concluding Remarks
A three dimensional incompressible thin-layer Navier-Stokes

method has been developed for multi-stage unsteady turboma-
chinery flow calculations. The method is based on a combination
between the pseudo-compressibility and the dual-time stepping
technique.

Calculations were carried out for unsteady incompressible flow
cases, and the results show satisfactory agreement with well-
established theoretical and experimental data. Sensitivity of the
solution to various numerical variables was assessed for a cen-
trifugal pump stage. The effects of the mesh density, the number
of the pseudo-time iterations and the real time step length were
examined.

Nomenclature

Cp 5 static pressure coefficient
D 5 pump diameter
k 5 reduced frequency (k5vx/U)

Gi 5 impeller tangential pitch
t 5 real time
t̃ 5 pseudo time

Ti 5 impeller blade passing period
U2 5 peripheral velocity at impeller trailing edge
w 5 relative velocity
h 5 similarity variable (h5yArU/mx)
f 5 flow rate coefficient (f54Q/(U2pD2

2))
c 5 pressure rise coefficient (C52(Pt42Pt0)/(rU2

2))

Subscript

0 5 at the inlet
r 5 in radial direction
t 5 stagnation parameter
u 5 in tangential direction
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Flow Filling a Curved Pipe
A small scale experiment was designed to study the propagation of the front of a viscous
fluid filling a curved pipe. Several Newtonian fluids with different viscosities and a non-
Newtonian fluid have been used. The experiments show that there exists a minimum speed
for completely filling the pipe, which depends on the parameters of the experiment (di-
ameter d and radius of curvature R of the pipe, kinematic viscosityn of the fluid).
Appropriate dimensionless numbers are introduced to characterize the flow and optimal
filling conditions. @DOI: 10.1115/1.1374442#

Introduction
Prestressed concrete is commonly used in construction. To pre-

vent the prestressed strands from any corrosion, a cement solution
is generally injected in pipes of complex geometry. The pipe has
to be completely filled in order to avoid weak zones in the struc-
ture. The aim of the present study is to observe experimentally the
propagation of the front of a viscous fluid injected in a curved
pipe, in order to understand the reasons for the appearance of
unfilled zones. The solution used in construction is composed of
cement, water, liquefier, and retarder. It is a non-Newtonian fluid
with air bubbles and particles in suspension. As a first step, we
mainly focus in this paper on the filling by Newtonian fluids.

Permanent flows in pipes have been widely studied@1#, particu-
larly in the case of curved pipes@2–4# and in engineering appli-
cations@5,6#. However, pipe flows involving a propagating front
or interface remain poorly understood. The problem of an air-
water interface propagating in straight inclined pipes has been
addressed only recently@7,8#. As stated above, in industrial appli-
cations such as construction, the fluid is often mixed with air
bubbles and the flow ought to be treated as a slug flow~see for
example@9,10# for recent work on slug flows in pipes!. But the
emphasis of the present work is in the propagation of the interface
which clearly separates the gas from the liquid.

The front propagation of a perfect fluid in a horizontal pipe was
studied by Benjamin@11#. See also the review by Simpson@12# on
gravity currents for related studies and Asavenant and Vanden-
Broeck @13#. Benjamin analyzed the front in terms of a ‘‘cavity
flow’’ displacing a fluid beneath it. The two-dimensional geom-
etry is shown in Fig. 1~a! ~Benjamin also considered the case of a
circular cross-section!. Note that Benjamin studied only the case
where the free surface detaches with an angle of 60 degrees. By
applying conservation of mass, momentum, and energy, he found
that there is a unique solution, characterized by

U

Agd
5

1

2
,

u

Agh
5A2 ,

h

d
5

1

2
,

where the meaning of the various symbols is shown in Fig. 1. In
other words, the cavity fills half of the box. An experiment was
suggested by Benjamin to realize closely this flow. Liquid initially
fills a long rectangular box closed at both ends and fixed horizon-
tally. One end is then opened, and under the action of gravity the
liquid flows out freely from this end. It can be expected that, after

the transient effects of starting have disappeared, the air-filled
cavity replacing the volume of the ejected fluid will progress
steadily along the box. Observed in a frame of reference travelling
with the front of the cavity, the motion of the liquid will appear to
be steady, as shown in Fig. 1~a!. If the effects of viscosity and
surface tension are neglected, the velocity of the cavity relative to
a stationary observer will beU, and, sinceh5d/2, the liquid will
discharge from the open end with the same velocity. In addition to
the solution studied by Benjamin, there is also a one-parameter
family of solutions in which the free surface detaches from the
box tangentially@14#. Such a solution is plotted in Fig. 1~b!. At
the exit of the box, the Froude numberu(gh)21/2 for these solu-
tions is between 1 andA2. The limit A2 corresponds to Ben-
jamin’s solution, while the limit 1 corresponds to the vanishing of
the cavity. Using conservation of mass, momentum and energy,
one finds the relation

u

Agh
5Ad

h
. (1)

Unfortunately, simple arguments based on conservation of mass,
momentum and energy do not give as much information in the
case of a curved channel.

It is nevertheless important to keep in mind that the Froude
number prevails to determine the size of the cavity and thus the
ability to fill the pipe. This point will be discussed in the section
where we consider various dimensionless numbers. Before that,
we first describe the manner in which the experiments have been
conducted. Then we present and discuss the experimental results.

Experimental Setup
The experimental setup is shown in Fig. 2. Gravity acts down-

wards. A transparent PVC pipe~‘‘Tubclair’’ ! of inner diameterd
is curved with a radiusR. Different diameters and radii were
considered: 0.6<d<2 cm; 5<R<30 cm. The special case of a
horizontal straight pipe was also investigated. The fluid was in-
jected with a centrifugal pump at a constant mean flow velocity
~notedU).

Several fluids were considered in order to investigate the effects
of densityr, surface tensions, and mainly kinematic viscosityn
~see Table 1!. A series of runs has been performed with a non-
Newtonian fluid ~gel!. Its viscosity has been measured with a
plane-plane viscosimeter~see Fig. 3!.

We assume that capillary effects are negligible, so thatd@Lc

whereLc5s1/2(rg)21/2 is the capillary length (s573 gs22 for
water ands521 gs22 for silicone!. In the case of waterLc
50.26 cm and this assumption might be a shortcoming for small
diameters. We nevertheless performed a few runs with water con-
taminated with wetting agents in order to diminishLc: the behav-
ior and the results were the same within measurements errors.
Moreover, the results presented in this paper are limited tod>1
cm.
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Observations
For a very low flow rate~a typical mean flow velocity isU

;0.1 cm/s! and a sufficiently large pipe section~so thatd@Lc)
the interface is more or less horizontal in the upflow part of the
pipe. The flow is dominated by gravity. In the downflow part of
the pipe the liquid is creeping down the pipe.

If U is slightly increased, the interface becomes more or less
perpendicular to the pipe when rising. At the top, the interface
deforms as shown in Fig. 2. The intersection between the interface
and the upper part of the pipe~point C in Fig. 2! is a stagnation
point.

If U is increased, the point C moves~interface in dotted line in
Fig. 2!. As soon asU is decreased back to zero, the pipe is emp-
tying and the interface moves back to the top.

We consider that the pipe is completely filled when the point C
has reached the point B~Fig. 2!. We defineUc as the critical
speed beyond which the interface moves until the pipe is com-
pletely filled. The speedv is the mean velocity of the point C
moving from A to B ~Fig. 2!: if U is larger thanUc , thenv is
greater than zero.

For the special case of the non-Newtonian fluid gel, the viscos-
ity is smaller where the shear stress is larger, that is near the
boundaries. Away from the boundaries, the behavior of the fluid is
similar to a solid core pushed by the flow. In other words, the
characteristic time of deformation of the interface is very long.

Measurements
The mean flow velocityU was obtained by measuring the flow

rate in the steady-state regime, i.e., when the pipe was completely
filled. The flow rate andv were estimated by measuring the filling
time of a graded beaker and the travelling time of point C from A
to B ~Fig. 2! with a stopwatch. We may consider that these simple
techniques do not lead to any bias error. By repeating the same
run ~at least five times! for different flow rates, we have estimated
that the precision limit and thus the uncertainty was always better
than 10 percent onU andv.

We measuredv as a function ofU for different experiments
using various fluids, pipes, and curvatures~see Table 1!. In Fig. 4,
v is plotted versusU for several runs in four different configura-
tions. The linev5U delimits the region where physical solutions
exist: v cannot be larger thanU. In all our experimentsv appar-
ently varies linearly withU. We may thus determine the critical
velocity Uc ~for v50), the slopea5dv/dU and the interfacial
velocity v(U50), by rms fitting a straight line into the data for
each fluid, pipe diameter and radius of curvature.

Let us first consider the slopea of the four straight lines in Fig.
4. The analysis presented in the Introduction considered a perfect
fluid. It was assumed that the flow is identical in a reference frame
moving with the front. In this framework, the filling of a pipe is
similar to the emptying of the pipe. This would imply thata is
equal to one: addingdU to the mean entrance flow velocity would
add the same value to the front propagation velocity. It is there-
fore not surprising that the slopes of the straight lines in Fig. 4
related to water are close to one. When the fluid is far from perfect

Fig. 1 Steady two-dimensional flow past a cavity. „a… Solution
with the free surface leaving the wall with a 60 degree angle.
„b … Solution with the free surface leaving the wall tangentially.
The point C denotes the detachment point.

Fig. 2 Diagram of the flow and notation. The interface is
shown at two different times in solid and dotted lines.

Table 1 Fluids used in the experiments.

Density Viscosity Symbol
Fluid r ~g/cm3) n ~cm2/s! R55 cm R530 cm R5`

Water 1 0.01 d s (
Water~40 %!
1 glycerol~60 %!

1.16 0.086 . , ,•

Silicone V50 1 0.5 c x
Silicone V100 1 1 n
Silicone V300 1 3 v
Gel 1.03 ~See Fig. 3! h

Fig. 3 Dynamic viscosity h of the gel versus the shear stress
ġ. Its density is rÄ1.03 gÕcm3. We note that this fluid is very
viscous in the conditions of our experiments „we can estimate
roughly that ġÈ2UÕd is less than 10 s À1

…. Measurements have
been performed with a plane-plane viscosimeter at Ecole des
Mines de Paris „CEMEF, Sophia Antipolis ….
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but still Newtonian~case of the silicone oil V100 in Fig. 4!, a is
clearly smaller than one: when the viscosity is large, the deforma-
tion of the front strongly depends onU. For a low viscosity, the
deformation of the interface takes place on a very short time scale
and the propagation of the front apparently does not depend on the
reference frame. In the other limit, that is for a very large viscos-
ity, the deformation of the front takes place on a very long time
scale and the slope is again close to one~this is the case of the
non-Newtonian fluid!.

The velocityv(0) corresponds to the draining of the pipe. The
measurements have been performed by bringingU to zero after
filling the pipe: the flow is then from right to left in Fig. 2. It is
important to emphasize thatv(0) is very small in the case of the
non-Newtonian fluid. We have estimated that the draining veloc-
ity is about 1 cm per week. The deformation of the front is visible
only when the fluid is sheared andUc is therefore also close to
zero for the gel. The agreement inv(0) between the measured
values and the values deduced from the fitted straight lines in Fig.
4 is rather good except in the case of water forR530 cm. The
discrepancy is probably due to measurement errors but also to
wetting effects. The contact between the fluid and the PVC is
indeed not the same when filling or emptying the pipe. It was not
our purpose to investigate wetting effects and we did not test other
materials for the pipe. We therefore have to consider that wetting
effects may induce a bias error overUc of about 10 percent in the
worst case, i.e., an uncertainty of 20 percent in the water case.

The critical speedUc ~mean entrance velocity for whichv
50) is plotted against the pipe diameterd in Fig. 5. Uc clearly
tends to increase withd. Considering gravitational effects, the
larger is d, the more efficient are gravity effects to deform the
interface. It is thus not surprising that inertial effects have to be
increased to compensate for it. Gravity effects could also reason-
ably depend on the radius of curvature. The interface deforms
more rapidly when the pipe is curved: for a same diameter,Uc is
therefore smaller whenR5`. Otherwise, ifR is large but not
infinite, the travelling time of the front in the pipe is large and the
mean entrance velocity has to be large for the front to propagate.
In other words, for a very small radius, the front has not enough
time to deform before the exit of the pipe. This would explain the
fact thatUc is larger forR530 cm than forR55 cm.

In addition, aboven51 cm2/s, viscous effects tend to maintain
the shape of the interface and thus decreaseUc . This is noticeable

for the silicone V100 and clearly visible for the silicone V300.
Again the case of the gel requires specific comments.Uc is very
close to zero because the front deforms only when the fluid is
sheared as mentioned above. The graphical estimation ofUc gives
a nonzero value only ford51.5 cm. This configuration will allow
us to estimate dimensionless numbers for the gel in the next
section.

The data in Figs 4 and 5 are available in tabular form in Table
2.

Interpretation in Terms of Dimensionless Numbers
We may consider various dimensionless numbers that could

characterize the flow in our special configuration. Note that in our
experiments both the Bond number (Bo5d2rg/s) and the Weber
number (We5rdU2/s) are very large: capillary effects are a lot
weaker than inertial and gravitational effects.

Considering inertial and viscous effects in the framework of a
curved pipe, we introduce a modified Reynolds number Re, which
partly takes into account centrifugal effects, and is in fact the
classical Reynolds number plus the Dean number@15#:

Re5
Ud

n S 11Ad

RD . (2)

To balance inertial and gravity effects, we build a modified
Froude number Fr, such as:

Fr5
U

Agd
S 11Ad

RD . (3)

The modification of the classical dimensionless numbers may be
understood by considering that there is a need to add centrifugal
effects to maintain the fluid against the concave side of the pipe.
Note that ~2! and ~3! tend toward the classical Reynolds and
Froude numbers in the limiting case of a straight pipe, i.e., when
R tends toward infinity.

Let us finally defineK, which measures the balance between
gravity and viscosity:

K5
Fr

Re
5

n

Agd3
. (4)

Fig. 4 Speed of the front propagation v versus the mean en-
trance velocity U „dÄ1.5 cm; see list of symbols in Table 1 ….
The straight lines are fitted curves by quadratic means.

Fig. 5 Critical speed versus the pipe diameter „see list of
symbols in Table 1 …
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Note thatK does not depend on the mean flow velocityU. Re and
Fr are computed forU5Uc and plotted againstK in Figs. 6 and 7.

We may consider two kinds of estimation of the dimensionless
numbers for the gel. First we may use the graphical estimation of
Uc from Fig. 4 for d51.5 cm:Uc;1.2 cm/s, leading ton;200
cm2/s from Fig. 3~assuming thatġ;2Uc /d). This allows us to
plot the squares in Figs. 6 and 7. Second, we may estimate from
our measurement thatUc;v(0) is nonzero but very small~six
orders of magnitude less than the other values of velocity!. In that
case, the squares would be far off the bottom right-hand corners of
Figs. 6 and 7. In any case, the gel is possibly following the trend
of Newtonian fluids with very large viscosity.

In Fig. 6, the data can be separated into two regions corre-
sponding to partially~below the data! and completely~above the
data! filled pipes. In a situation where the flow is characterized by
a point belonging to the border line between the two regions, the
filling would be effective over an infinite time, using an infinite
amount of fluid. In the frame of a linear approximation, the data
follow approximatively the (21) slope, showing that Fr(U
5Uc) is constant from Eq.~4!.

Another way to represent the same results is given in Fig. 7.
One sees that Fr is of the same order of magnitude for all experi-
ments whileK varies over four orders of magnitude, but Fr is not
rigorously constant. In the range of diameters we investigated, we
can say roughly that Fr characterizes the ability to fill the pipes

Table 2 Measured values

Fluid

Radius
of curvature

R ~cm!

Pipe
diameter
d ~cm!

Speed
of front
v ~cm/s!

Mean entrance
velocity
U ~cm/s!

c Silicone V50 5 1.0 28.6 0.0
- 5 1.0 0.6 10.2
- 5 1.0 3.2 14.1
- 5 1.0 11.8 28.7
- 5 1.0 18.9 36.6
- 5 1.2 210.7 0.0
- 5 1.2 4.4 19.8
- 5 1.2 6.7 22.8
- 5 1.2 12.2 31.4

x - 30 1.0 28.8 0.0
- 30 1.0 1.0 13.0
- 30 1.0 4.9 18.9
- 30 1.0 8.9 23.6
- 30 1.0 19.5 35.6
- 30 1.0 22.1 38.4
- 30 1.2 210.8 0.0
- 30 1.2 1.4 19.1
- 30 1.2 4.5 24.0
- 30 1.2 8.9 31.0
- 30 1.2 16.9 43.6
- 30 1.5 213.6 0.0
- 30 1.5 2.2 24.2
- 30 1.5 7.3 34.2
- 30 1.5 16.4 49.2
- 30 1.5 22.5 57.0
- 30 2.0 218.0 0.0
- 30 2.0 2.0 34.6
- 30 2.0 3.4 38.4
- 30 2.0 4.8 41.6
- 30 2.0 6.4 46.3
- 30 2.0 11.2 62.4

D silcone V100 30 1.2 28.5 0.0
- 30 1.2 2.3 14.7
- 30 1.2 2.3 14.7
- 30 1.2 3.9 17.1
- 30 1.2 5.0 18.0
- 30 1.5 211.0 0.0
- 30 1.5 1.3 19.6
- 30 1.5 6.8 29.4
- 30 1.5 10.3 35.3
- 30 1.5 11.8 38.5

v Silicone V300 30 1.5 26.2 0.0
- 30 1.5 0.9 10.5

d water 5 1.0 29.5 0.0
- 5 1.0 3.0 12.4
- 5 1.0 7.2 15.5
- 5 1.0 10.8 18.1
- 5 1.2 210.3 0.0
- 5 1.2 0.7 13.7
- 5 1.2 1.4 14.0
- 5 1.2 7.0 19.1
- 5 1.5 211.9 0.0

s - 30 1.0 29.8 0.0
- 30 1.0 3.2 14.8
- 30 1.0 9.6 19.4
- 30 1.0 13.5 23.1
- 30 1.0 41.3 47.1
- 30 1.2 212.0 0.0
- 0 1.2 0.5 16.9
- 30 1.2 4.6 19.5
- 30 1.2 5.6 22.5
- 30 1.2 9.2 23.2
- 30 1.2 14.1 29.0
- 30 1.2 28.0 42.3
- 30 1.2 28.8 44.9
- 30 1.2 52.7 66.6
- 30 1.5 215.0 0.0
- 30 1.5 9.9 28.9
- 30 1.5 15.0 33.1
- 30 1.5 14.9 33.1
- 30 1.5 22.5 41.1
- 30 1.5 32.6 49.2
- 30 1.5 55.2 72.2

: - ` 1.5 212.0 0.0
- ` 1.5 0.0 9.4
- ` 1.5 0.0 13.3
- ` 1.5 7.1 17.8
- ` 1.5 9.2 20.6
- ` 1.5 13.0 25.2

Table 2 „Continued …

Fluid

Radius
of curvature

R ~cm!

Pipe
diameter
d ~cm!

Speed
of front
v ~cm/s!

Mean entrance
velocity
U ~cm/s!

- ` 1.5 14.1 25.2
- ` 1.5 18.3 29.8
- ` 1.5 20.0 29.8
- ` 1.5 29.0 41.8
- ` 1.5 30.0 41.8

. water ~40%!
1 glyc. ~60%!

5 1.2 1.6 16.7

- 5 1.2 4.8 20.2
- 5 1.2 12.6 27.5

, - 30 1.2 6.1 26.7
- 30 1.2 15.0 38.8
- 30 1.2 14.9 38.8
- 30 1.2 29.5 63.2
- 30 1.2 51.6 95.7

30 2.0 5.7 39.3
- 30 2.0 3.3 42.4
- 30 2.0 10.2 56.8
- 30 2.0 15.2 64.2
- ` 2.0 0.0 6.9

,• ` 2.0 0.0 8.2
- ` 2.0 16.4 24.8
- ` 2.0 22.7 32.1
- ` 2.0 34.9 47.1
- ` 2.0 45.3 69.2
- ` 2.0 57.0 80.4

h gel 30 1.2 0.0 0.0
- 30 1.2 1.8 2.0
- 30 1.2 20.3 23.1
- 30 1.2 22.3 27.8
- 30 1.5 0.0 0.0
- 30 1.5 6.2 9.3
- 30 1.5 6.5 9.6
- 30 1.5 11.1 15.1
- 30 1.5 13.7 18.5
- 30 1.5 42.3 46.0
- 30 2.0 0.0 0.0
- 30 2.0 38.7 49.6
- 30 2.0 35.9 53.6
- 30 2.0 31.0 55.6
- 30 2.0 44.1 64.0
- 30 2.0 55.9 88.9
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~Fr51 corresponds to the theoretical limit~1! where the flow de-
taches tangentially at the exit of a horizontal box, as suggested
above in the introduction!. Setting a flow rate leading to Fr>1
would certainly fill any straight pipe.

A careful examination of Fig. 7 leads to several remarks. For
Newtonian fluids, the dotted symbols, which correspond to
straight pipes, lie below the points corresponding to curved pipes.
The latter are gathered with no obvious dependence on the radius
of curvatureR. Therefore the modified Froude number, which
takes into account centrifugal effects, can predict the effective
filling of the curved pipes, but is of less interest in the limit of
straight pipes. Each group of points corresponds to a different
fluid, i.e., viscosity. The tendency for Fr(U5Uc) to increase with
d is clearly visible in each group of points. ForK>1022, Fr(U
5Uc) is apparently decreasing withK and the flow would even-
tually tend to follow a non Newtonian behavior.

In almost all our experiments, Re is larger than 10~see Fig. 6!
indicating that viscous effects are smaller than inertial ones.
Meanwhile, the data on Fr indicate that both inertial and gravita-
tional effects are comparable.

Conclusion
In order to understand the failure in filling curved pipes, we

performed a series of experiments using various fluids. We mea-
sured the velocity of propagation of the frontv and we deduced
from its linear dependence with the mean flow velocityU a criti-
cal valueUc , below which there is no longer a complete filling of
the pipe. This critical velocityUc is increasing withd for each
fluid.

Results are presented in a synthetic way as relations between
dimensionless numbers. We have shown, in the scope of our
work, that a modified Froude number determines the ability of the
flow to fill a curved pipe. In all our experiments and for Newton-
ian fluids of different viscosities, the filling was complete for Fr
>0.660.2.

We also performed experiments with a non-Newtonian fluid
whose rheological behavior is similar to the one of cement sus-
pensions. The front deforms very slowly when the shear is weak
because this increases the viscosity of the fluid. In that case, the
complete filling may be obtained for Fr very small. Following
@16,17#, a more extensive study would be needed in order to un-
derstand the detail of the non-Newtonian effects.

For industrial applications we advise considering pipes of small
diameters and injecting the solution at a relatively low flow rate in
order to increase its effective viscosity. However, a future study of
interest will be to repeat the present experiments in the context of
slug flows.
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Nomenclature

d 5 diameter of pipe
R 5 radius of curvature
g 5 acceleration of gravity
n 5 kinematic viscosity
r 5 density
U 5 mean entrance velocity
u 5 mean exit velocity
v 5 velocity of the upper point of

the front
Uc5U(v50) 5 critical mean velocity

h 5 height of the exit flow
Fr5U(11(d/R)1/2)/(gd)1/2 5 modified Froude number

Re5Ud(11(d/R)1/2)/n 5 modified Reynolds number
K 5 Fr/Re
s 5 surface tension

Lc5s1/2(rg)21/2 5 capillary length
Bo5d2rg/s 5 Bond number

We5rdU2/s 5 Weber number
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Theoretical Analysis of
Transitional and Partial Cavity
Instabilities
This paper describes a new time marching calculation of blade surface cavitation based
on a linearized free streamline theory using a singularity method. In this calculation,
closed cavity models for partial and super cavities are combined to simulate the transi-
tional cavity oscillation between partial and super cavities. The results for an isolated
hydrofoil located in a 2-D channel are presented. Although the re-entrant jet is not taken
into account, the transitional cavity oscillation with large amplitude, which is known to
occur when the cavity length exceeds 75 percent of the chord length, was simulated fairly
well. The partial cavity oscillation with relatively high frequency was simulated as damp-
ing oscillations. The frequency of the damping oscillation agrees with that of a stability
analysis and of experiments. The present calculation can be easily extended to simulate
other cavity instabilities in pumps or cascades.@DOI: 10.1115/1.1378295#

Introduction
It is well known that the blade surface cavity becomes unstable

and causes a strong vibration when the cavity length exceeds
about 75 percent of the chord length~Wade and Acosta@1# and
Kawanami et al.@2#, etc.!. Under the oscillation, the cavity dra-
matically changes between small partial cavity and large super
cavity, and it often accompanies the large cloud cavity shedding
with the re-entrant jet. Here, we call this oscillation ‘‘transitional
cavity oscillation.’’ The frequency of this type of oscillation is
usually low. Through visual observations and pressure measure-
ments carefully carried out by several researchers~Le et al. @3#,
Arndt et al. @4#, Sato et al.@5#!, it is also well known that the
small partial cavity also oscillates with smaller amplitude and
relatively high frequency, herein called ‘‘partial cavity oscilla-
tion.’’ Under partial cavity oscillation, it is often observed that
cloud cavities are shed from the cavity trailing edge. The fre-
quency increases as the cavity becomes smaller, keeping the
Strouhal number based on cavity length nearly constant. Gener-
ally speaking the cavity oscillations seem to be classified by the
frequency characteristics of the cavity oscillations into the two
types mentioned above.

There have been a number of theoretical studies on these cavity
oscillations, from the classical linearized theory proposed by Tu-
lin and Hsu@6# to the recent numerical calculations~Kubota et al.
@7# and Dang and Kuiper@8#!. Based on a linearized cavity model,
Nishiyama and Shiire@9# have proposed a stability analysis using
a singularity method for self-excited cavity oscillation and have
calculated the unsteady fluid forces. Their stability analysis em-
ploys a semi-closed cavity terminus model and a free source
wake. It is assumed that the cavity length is constant, and the
experimental data are used to determine the cavity thickness at the
trailing edge. Recently, Watanabe et al.@10# have proposed a sta-
bility analysis based on a singularity method and applied it to
partial cavities. In the analysis, a closed cavity model is used

which allows the cavity length freely to change, and no experi-
mental data are needed to close the analysis. It was found that
partial cavities longer than 75 percent of chord length are stati-
cally unstable; that is the frequency obtained is zero. This is due
to the negative cavitation compliance—for those cavities, the cav-
ity volume decreases when the ambient pressure is reduced. More-
over, it was found that for a small partial cavity, unstable modes
with high frequencies exist. These results are thought to corre-
spond to the transitional and partial cavity oscillations, but the
frequencies obtained do not agree with experimental ones. This
stability analysis@10#, which assumes a small disturbance on the
steady cavity, simply shows that the branch of the steady partial
cavity solution longer than 75 percent of the chordlength is stati-
cally unstable, with a mode exponentially shifting to the stable
branch which has shorter cavity length. In experiments, we ob-
serve the transitional cavity oscillation when we lower the cavita-
tion number below a certain value corresponding to the minimum
value for partial cavitation number predicted by a linear steady
cavity analysis. This suggests that we need to depart from the
assumption of ‘‘small disturbance’’ on the steady solution to a
finite amplitude oscillation, to simulate the transitional cavity
oscillation.

In the present study, a new time marching calculation is pro-
posed for the simulation of cavity oscillations. To simplify the
calculations, we still assume a linear closed cavity model, but the
cavity length is allowed to change, largely covering partial and
super cavities. It should be noted that the cavity shedding and
re-entrant jet dynamics are not considered due to the restriction of
linearized closed cavity model. In this paper, a single hydrofoil
located in a semi-infinite 2-D channel is considered to determine
if the obtained instability is system dependent or not.

Fundamental Flow Field. As shown in Fig. 1, we analyze
the flow around a flat plate hydrofoil with the angle of attacka
located in a two-dimensional semi-infinite duct~width H and up-
stream duct lengthL! and its inlet connected to a space with
constant pressure. The cavity of lengthl is assumed on the suction
surface of the blade. Assuming that the disturbances of blade and
cavity are small, the flow field can be represented by a main flow
U, a source distributionq representing the cavity, a bound vortex
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distributiongb representing the blade, and a free vortex distribu-
tion g t representing the vortex wake. Taking account of wall ef-
fects by introducing mirror images of singularities, and consider-
ing that the flow disturbance vanishes downstream, the complex
potentialW can be represented as follows:

W~z!5Uz1
1

2p H E
0

l

q~j!Fq~z,j!dj1 i E
0

C

gb~j!Fg~z,j!dj

1 i E
C

`

g t~j!Fg~z,j!djJ (1)

Fq~z,j!5 logH 2H

p
sinhF p

2H
~z2j!G J

1 logH 2 i
2H

p
sinhF p

2H
~z2j!G J 2

p

H
z

Fg~z,j!5 logH 2H

p
sinhF p

2H
~z2j!G J

2 logH 2 i
2H

p
sinhF p

2H
~z2j!G J (2)

It should be noted that all singularities are distributed on the
chord of the hydrofoil, and located on the centerline of the chan-
nel, based on the assumption of the small cavity thickness and
small flow angle downstream of the blade.

Taking thez-derivative of complex potential, we can obtain the
following complex conjugate velocity:

w~z!5u2 in5dW/dz5U1
1

2p H E
0

l

q~j! f q~z,j!dj

1 i E
0

C

gb~j! f g~z,j!dj1 i E
C

`

g t~j! f g~z,j!djJ (3)

f q~z,j!5
p

2H H cothF p

2H
~z2j!G1tanhF p

2H
~z2j!G22J

f g~z,j!5
p

2H H cothF p

2H
~z2j!G2tanhF p

2H
~z2j!G J (4)

The complex potentialW(z) and complex conjugate velocity
w(z) can be determined by the boundary and complementary con-
ditions in the following section.

Boundary and Complementary Conditions

Boundary Conditions on the Cavity Surface. It is assumed
that the pressure on the cavity surface is constant with the vapor

pressurepv . This condition results in the following boundary
condition, which is derived from the linearized momentum equa-
tion on the cavity surface:

]uc

]t
1U

]uc

]x
52

1

r

]r

]x
50 (5)

whereU1uc with U@uucu is the velocity on the cavity surface.
Here,U1uc corresponds tou expressed in Eq.~3!. The velocity
at the leading edge of cavity surfaceuc(0), which is needed to
solve Eq.~5!, can be obtained by applying the unsteady version of
linearized Bernoulli’s equation between the leading edge and the
inlet of upstream duct:

uc~0!

U
5

uc~2L !

U
1

2

U2

] Re@W~2L !2W~0!#

]t
1s2L . (6)

where s2L52(p2L2pn)/rU2 is the cavitation number at the
duct inlet.

The condition described here is applied only on the upper sur-
face of the cavity as follows:

u~x10i !5Re@w~x10i !#5U1uc~x! (7)

The boundary condition on the lower surface of the cavity can be
satisfied automatically because, as described later, we consider
only the free vortex distribution inside the cavity which does not
induce any pressure difference across thex-axis.

Boundary Condition on the Wetted Surface. On the wetted
surface of the blade, flow tangency condition is applied as
follows:

n~x60i !5Im@w~x60i !#52Ua (8)

Unsteady Kutta’s Condition. We assume that the pressure
difference across the blade vanishes at the trailing edge of the
blade. By applying the linearized momentum equation, this con-
dition can be expressed as follows:

d

dt E0

C

gb~j!dj1Ug t~C!50 (9)

Equation~9! is equivalent to Kelvin’s circulation conservation law
and signifies that the free vortex of strengthg t(C) is shed on the
mean velocityU from the trailing edge of the blade, correspond-
ing to the change in the blade circulation.

We assume that the trailing free vorticityg t(x) is transported
on the free stream:

]g t

]t
1U

]g t

]x
50 (10)

For the case of a super cavity, it is assumed that the free vorticity
is convected inside the cavity following the above equation and
then shed from the trailing edge of the cavity.

Kinematic Boundary Condition on Cavity Surface. We
consider a closed curve fitting around the blade and cavity. De-
noting they-location of the upper part of the curve byh1 and the
lower by h2, the kinematic condition on cavity surfaces can be
expressed as follows:

]h6

]t
1U

]h6

]x
5n~x60i ! (11)

Subtracting Eq.~11! applied to the lower part from that applied to
the upper part, we obtain the following equation:

]@h1~j!2h2~j!#

]t
1U

]@h1~j!2h2~j!#

]x
5q~x! (12)

Cavity Closure Condition. We employ a closed cavity
model. Thus, the cavity closure condition is

Fig. 1 Cavity model in semi-infinite 2-D channel
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h1~ l !2h2~ l !50 (13)

Analytical Procedure
The unknown quantities in this problem are the singularity dis-

tributionsq(x),gb(x),g t(x), the cavity lengthl, the velocity dis-
tribution on cavity surfaceuc(x), and the cavity thickness
h1(x)2h2(x) at the timet1Dt. These distributions at each time
step are discretized in space, and a numerical solution is obtained
by applying a time marching method. The values ofq(x), gb(x),
uc(x) andh1(x)2h2(x) are defined on the following nodesXk .
For the case of a partial cavity (l ,C),

Xk5
l

2 F12cosS k21

N121
p D G ~0,x, l ,k51,2, . . . ,N1!

Xk5 l 1
C2 l

2 F12cosS k2N121

N221
p D G

~ l ,x,C,k5N111,N112, . . . ,N11N2! (14)

For the case of a super cavity (l .C),

Xk5
C

2 F12cosS k21

N121
p D G ~0,x, l ,k51,2, . . . ,N1!

Xk5C1
l 2C

2 F12cosS k2N121

N221
p D G

~ l ,x,C,k5N111,N112, . . . ,N11N2! (15)

whereN1 andN2 are the numbers of nodes. We have employed
the cos-laws to obtain fine node distributions around the leading
edge, the trailing edge, and the cavity closure. It should be noted
that nodes move in accord with the change in cavity length.

Considering that the vortices are convected on the free stream
U, the strength of the free vortex wakeg t(x) can be determined at
x5C1nUDt. Solving Eq.~10! explicitly with the first upwind
difference, we can determineg t(x) accurately.

The strengths of singularities are assumed to be linear between
nodes, except for the regions near the leading and trailing edges of
the cavity. In these regions the singular behavior of linearized
cavitating flow obtained by Geurst@11,12# should be taken into
account. It is assumed thatq(x);x21/4 andgb(x);x21/4 near the
leading edge, andq(x);( l 2x)21/2 near the trailing edge of cav-
ity. Moreover, for the case of a partial cavity,gb(x);(x2 l )21/2

is assumed just downstream of the trailing edge of the cavity.
All unknowns are determined from Eqs.~5!–~13!. Equations

~5), (7!, ~9!, and ~12! are solved by Euler’s first implicit scheme
using the first upwind difference for the evaluation of convective
terms. Boundary conditions~6! and ~8! are satisfied att5t1Dt
on the control points, at the middle of each node. Then, we can
express all boundary and complementary conditions in the follow-
ing matrix form:

@A~ l t1Dt!#$Ql 1Dt%5@B~ l t!#$Qt%1$D~ t1Dt !% (16)

Q5$q~X1!,...,gb~X1!,...,g t~C1UDt !,...,uc~X1!,...,h1~X1!

2h1~X1!,...%T (17)

Because the coefficient matrixA includes the unknownl t1Dt, Eq.
~16! is not a set of linear equations. To obtain the solution of Eq.
~16!, we need the following iterative procedure:~i! assume the
value of cavity lengthl t1Dt; ~ii ! solve Eq.~16! without the cavity
closure condition Eq.~13!; ~iii ! estimate the error ofl t1Dt from
Eq. ~13!; ~iv! modify the value ofl t1Dt; and ~v! repeat~i!–~iv!
until the cavity closure condition is satisfied.

The numbers of nodes and the time increment were set asN1
5N2537 and Dt50.05C/U in the present calculation. It was
confirmed in the steady analysis that the steady cavity length ob-
tained withN15N2537 agrees with that ofN15N25100 to three
decimal places, indicating thatN15N2537 is gives satisfactory

results for the present time marching calculation. It was confirmed
that the cavity behavior does not change significantly if we de-
crease the time increment belowDt50.05C/U. This time incre-
ment is also small enough, compared to the minimum period of
oscillation of 1.3C/U for partial cavity oscillation and 7.4C/U for
the transitional oscillations in the present calculations.

Numerical results are shown mainly for the case withC/H
50.7, L/C59.6, a51.5@deg#. The results of the steady analysis
are shown by the solid line in Fig. 2. We have a discontinuity
between partial and super cavity solutions, as always observed
with a linear cavity model. The stability analysis~Watanabe et al.
@10#! shows that the partial cavity longer than 73 percent of chord
length is statically unstable for the case withC/H50.7.

Results and Discussions

Partial Cavity Oscillation. When a small disturbance is ap-
plied to the steady small partial cavity, the solution moves imme-
diately to another equilibrium. However, on the way to the new
equilibrium, a few swings with high frequency are observed. Fig-
ure 3 shows a typical example, in which a step change in the inlet
cavitation number froms2L50.523(l /C50.2) to 0.53 is given at
t50. Time histories ofs2L , normalized cavity lengthl /C, nor-
malized cavity volumeVc /C2 and the pressure coefficient at the
leading edgeCp are shown in the figure. The pressure coefficient
Cp is evaluated by subtracting the inertia effect of the upstream
duct from the pressure at the duct inlet, assuming one-dimensional
flow in the duct:

Cp5
2~p02pv!

rU2 5
2~p2L2rLdu/dt2pv!

rU2 5s2L1
L

H

2

U2

d2Vc

dt2

(18)

From this definition, the pressure coefficientCp can be thought of
as the cavitation number at the leading edge. Figure 3 shows that
the cavity executes a few swings before settling in a new equilib-
rium with l /C50.197. The swings have high frequency, which is
found to agree with that of partial cavity oscillation in the experi-
ment, which will be shown later. Similar results are obtained for
other cases withl /C,0.7. It was confirmed that the size of small
initial disturbance did not affect the frequency at all.

Transitional Cavity Oscillation. In experiments, transitional
cavity oscillation occurs when we decrease the cavitation number
below a certain value corresponding to the minimum cavitation

Fig. 2 Steady cavity length and mean cavity length of present
analysis
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number for the steady partial cavitation predicted by a linear sta-
bility flow analysis. This occurs when the cavity length is about
75 percent of chord length, as shown in Fig. 2. However, the
cavitation number of the steady cavity solution longer than 75
percent of chord length is larger than the minimum value. The
stability analysis assuming a small disturbance@10# shows simply
that this branch of the steady solution is statically unstable. So we
must depart from the steady solution. For this reason we employ
the time marching calculation, which allows finite amplitude cav-
ity oscillations. The calculation is made by gradually decreasing
the upstream cavitation number below the minimum value. Figure
4 shows a typical example of the results, in which the cavitation
number is linearly decreased froms2L50.35 (l /C50.5) to 0.2
within t50 – 30C/U, and kept constant thereafter.

The results in Fig. 4~a! show that the cavity oscillates largely
betweenl /C50.2 to 1.8, with the normalized frequencyf C/U of
approximately 0.1. Figure 4~b! shows the limit cycle ins02 l /C
plane, where the limit cycle is drawn by using the pressure coef-
ficient Cp at the leading edge. Figure 4~c! shows the instantaneous
cavity shape. Despite a linearized closed cavity model, the grow-
ing and shrinking processes of the cavity are reasonably
simulated.

Once the cavity gets into steady oscillation, the frequency and
the amplitude are not affected by the size of the initial disturbance
applied.

Comparisons With Experiments and Stability Analysis.
Returning to Fig. 2, the mean cavity length obtained by the
present calculation is shown by symbols for various cavitation
numbers. As we decrease the cavitation number, the mean cavity
length smoothly transits from partial to super cavitation regime.
However, in the present calculation, the mean cavity length can
become as large asl /C53. As we can see from the plot of steady
cavity length in Fig. 2, long super cavities extend quite rapidly as
we decrease the cavitation number. Perhaps associated with this
characteristic, the amplitude of cavity oscillation grows very large
and the mean cavity length becomes as large asl /C53. For
steady flows, the smooth transition between partial and super cav-
ity is obtained by applying a nonlinear cavity model~Wu @13#!. If
we neglect the case of extremely large mean cavity length caused

by large amplitude oscillations, the present result may suggest that
the unsteadiness can also explain the transition between partial
and super cavities.

It is well known experimentally that longer super cavities are
stable. A linear stability analysis of super cavities similar to Wa-
tanabe et al.@10# shows that super cavities longer thanl /C51.8 is
stable. If we start the present time marching calculation from an
initial condition of steady super cavity with a small disturbance,
the result approaches the equilibrium on the steady cavitation
number-cavity length plot. Those results are also shown in Fig. 2.

Figure 5 shows the normalized frequencyf C/U and the ampli-
tude of cavity length fluctuation plotted against the mean cavity
length for various inlet duct lengths. Figure 5~a! shows the results
of present calculations, in which the frequencies of damping os-
cillations of shorter partial cavities are shown by open symbols,
and the frequencies of steady oscillation are shown by closed
symbols. Figure 5~b! shows the results of experiments~Arndt
et al. @4# and Sato et al.@5#!. Sato et al.’s experiments are for a
flat plate hydrofoil with a sharp leading edge, and the results for
the case of the incidence angle of 1.5@deg# are plotted. For this
incidence angle a clear blade surface cavity is observed. The inlet
pressure fluctuation shows a rather broadband spectrum and the
peak frequency of the spectrum is plotted. Reasonable agreement
can be observed between the present calculation and Sato et al.’s
results. However, the calculated frequency of the transitional cav-
ity oscillation depends on the inlet duct length, while no such
dependence was observed in the experiment. This difference
might be caused by the fact that the cavity shed from the cavity
trailing edge, usually observed in experiments, is totally neglected
in the present calculation. If we have the shed-off cavities, the
change of total cavity volume would be much smaller. We believe
that this is the cause of the independence of the experimentally
observed transitional cavity oscillation on the system.

Arndt et al.’s experiments@4# are made using a NACA0015

Fig. 3 Time histories of cavitation number at duct inlet, cavity
length, cavity volume, and pressure coefficient for the case of
step change in cavitation number from sÀLÄ0.523 to 0.530 at
tÄ0

Fig. 4 Results of linearly decreasing cavitation number from
sÀLÄ0.35 to 0.2 within tÄ0 – 30CÕU. „a… Time histories of pa-
rameters; „b… limit cycle; „c… cavity shapes.
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hydrofoil. The frequency observed is significantly higher than the
results of present calculations and of Sato et al.’s experiment. The
reason for the discrepancy of the frequency is not known but it is

interesting to note that the two types of cavity oscillation, partial
cavity oscillation and the transitional cavity oscillation, are also
observed in this experiment.

Figure 5~c! shows the amplitude of the cavity length fluctua-
tion. We observe that the present calculation overestimates the
oscillation amplitude. This might be caused by neglecting the fluid
viscosity and the cavity shedding in the calculation.

Finally, we examine the relationship between the present results
and those of the linear stability analysis~Watanabe et al.@10#!. In
the stability analysis, the flow is separated into uniform steady
flow, a small steady disturbance, and a small unsteady distur-
bance. The flow disturbances are represented by the steady and
unsteady components of a source distribution on the cavity, vortex
distributions on the blade surface and the wake, in the same way
as the present calculations. The boundary conditions are linearized
based on the assumptions of the small disturbance. If we separate
the boundary conditions into steady and unsteady components, the
unsteady components are represented as a system of homogeneous
linear equations in terms of the unsteady component of the source
and vortex distributions. The complex frequency determined un-
der the condition that the determinant of the coefficient matrix of
the linear equations should be zero, so that the system has non-
trivial solutions. The complex frequency is composed of a real
partvR showing the frequency of the oscillation and an imaginary
part v I showing the decaying rate. Figure 6 shows the complex
frequencies of the obtained modes including damping ones, for
various cavity lengths, after normalizing them using the mean
cavity lengthl and the free-stream velocityU. Those modes are
decaying if the imaginary partv I is positive. They are named
Mode 0-Mode VII, depending on the value of their frequencyvR .
Mode 0, with frequency zero, becomes amplifying forl /C
.0.73, corresponding to the static instability of longer partial
cavities, or the transitional cavity oscillation. Figure 7 shows the
comparison of the frequency of the damping mode of Mode I with
that of the damping oscillation in the present time marching cal-
culations. They agree with each other for cases with various inlet
duct lengths. This shows that the partial cavity oscillation ob-
served in experiments may correspond to the damping mode. No
explanation is given at this moment why the amplifying modes
Mode II and III shown in Fig. 6 have never appeared in the
present calculation and in the experiments.

Conclusions

~a! A new time marching calculation of unsteady cavitation is
proposed by combining unsteady linear closed cavity models of
partial and super cavities.

Fig. 5 Comparisons of Strouhal number between present
study and experiments. „a… Present study; „b… experimental re-
sults; „c… amplitude of cavity length fluctuation.

Fig. 6 Results of stability analysis for various cavity lengths
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~b! The partial cavity oscillation observed in experiments cor-
responds to the damping oscillation simulated by the present cal-
culation. However, why the damping oscillation appears in experi-
ments still remains unknown.

~c! Transitional cavity oscillation is well simulated by the
present calculation, although cavity shedding and re-entrant jet are
not included in the analysis. However, the system dependence is
more significant in the calculation than in the experiment.

~d! The transition between partial and super cavities is also
well simulated by the present analysis with a linear unsteady
closed cavity model, except that the mean cavity length becomes
significantly larger owing to the large amplitude of the oscillation
in the regime of shorter super cavitation. This result may imply
that the unsteadiness can also explain the transition between par-
tial and super cavities, as well as nonlinear cavity models.

~e! The damping oscillation of a partial cavity is found to cor-
respond to one of the damping modes predicted by the previous
stability analysis. However, it remains unclear why other ampli-
fying modes do not appear in the experiments and in the present
calculation.
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Nomenclature

A,B 5 coefficient matrices in Eq.~16!
C 5 chord length

Cp 5 pressure coefficient defined in Eq.~18!
D 5 constant vector in Eq.~16!

Fq(z,j),Fg(z,j) 5 functions defined in Eq.~2!
f 5 frequency

f q(z,j), f g(z,j) 5 functions defined in Eq.~4!
i 5 imaginary unit in space
j 5 imaginary unit in time

L 5 upstream duct length
l 5 cavity length

l m 5 mean cavity length

N1 ,N2 5 numbers of nodes
p 5 pressure

pv 5 vapor pressure
Q 5 unknown vector
q 5 strength of source distribution
t 5 time

U 5 mean flow velocity
u, v 5 velocity components in thex- and

y-directions
uc 5 disturbance component of velocity on the

cavity surface
Vc 5 cavity volume
W 5 complex potential
w 5 complex conjugate velocity,5u2 iv
X 5 location of the discrete points
a 5 angle of attack

gb ,g t 5 strengths of vortex distributions represent-
ing blade and wake

Dt 5 time increment
h1 5 upper part of closed curve fitted with blade

and cavity
h2 5 lower part of closed curve fitted with blade

and cavity
r 5 density
s 5 cavitation number
j 5 location from blade leading edge

vR 5 angular frequency of the eigen-modes ob-
tained by stability analysis

v I 5 decaying rate of the eigen-modes obtained
by stability analysis

Superscripts

t,t1Dt 5 variables att and t5t1Dt

Subscripts

2L 5 inlet of the upstream duct
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Viscous, laminar, gravitationally-driven flow of a thin film on an
inclined plane is analyzed for moderate Reynolds number under
critical conditions. A previous analysis of film flow utilized a mo-
mentum integral approach with a semiparabolic velocity profile to
obtain an ordinary differential equation for the film thickness for
flow over a round-crested weir, and the singularity associated
with the critical point for a subcritical-to-supercritical transition
was removable. For developing flow on a plane with a
supercritical-to-subcritical transition, however, the same ap-
proach leads to a nonremovable singularity. To eliminate the sin-
gularity, the film equations are modified for a velocity profile of
changing shape. The resulting predictions compare favorably with
those from the two-dimensional boundary-layer equation obtained
by finite differences and with those from the Navier-Stokes equa-
tion obtained by finite elements.@DOI: 10.1115/1.1385516#

Introduction
Laminar flow in thin films at moderate Reynolds number has

many practical applications including liquid film coating@1#. Fre-
quently such flows are designed such that film thickness varies
gradually in the flow direction. In that case, the classical
boundary-layer approximation to the Navier-Stokes equation is
justified @2#. However, the boundary-layer equation is still a for-
midable nonlinear, two-dimensional, partial differential equation
that must generally be solved numerically@3#.

A standard approach to the boundary-layer equation, attractive

for ease of use, is assuming a velocity profile, frequently fixed in
shape but variable in magnitude, and minimizing the resulting
residual to obtain an ordinary differential equation for the film
profile. An inherent drawback is that the initial velocity profile
can no longer be arbitrary. Another limitation is the occurrence of
a critical point with a singularity, and typically this situation is
avoided~for example,@4#! or accommodated~for example,@5#!.
The film-profile equations are typically first order in the derivative
of film thickness when surface tension is neglected@6–8#. The
time-dependent film-profile equation, linearized about a steady so-
lution, is hyperbolic and admits wave solutions travelling at the
speed of the characteristics@6#. For subcritical flow, waves travel
upstream and downstream. For supercritical flow, waves travel
downstream only. At a critical point, the coefficient of the deriva-
tive of film thickness vanishes. If the rest of the equation can
vanish there as well, the singularity may be removable. For devel-
oping flow on an inclined plane with a supercritical-to-subcritical
transition, the singularity is not removable and the film-profile
equation fails, although numerical solutions to the Navier-Stokes
and boundary-layer equations can be generated. Similarly, nu-
merical solutions to the boundary-layer equation for decelerating
flow on a horizontal plane have been generated@9#. Because the
numerical solutions do not require surface tension, it is not key to
resolving the breakdown of the film equation and is neglected
here. As shown below, the solutions do show that the velocity
profile changes shape in the region of the critical point. In light of
that observation, the residual approach to the boundary-layer
equation is modified here to accommodate a velocity profile of
changing shape. The resulting equations for film flow are more
complicated but remain tractable. The flow predictions thereby
obtained compare favorably to numerical solutions of the
boundary-layer and Navier-Stokes equations. With this modifica-
tion, the residual approach is restored as an option when a velocity
profile of fixed shape leads to a critical point with a non-
removable singularity.

Ruyer-Quil and Manneville@10# used a height-averaged ap-
proach, and demonstrated that a non-self-similar velocity profile,
in which the wall shear stress is different from that predicted from
a parabolic velocity profile, yields improved agreement between
theoretical and experimental predictions of wave propagation
down inclined planes. They obtain additional equations to resolve
additional degrees of freedom by evaluating the boundary-layer
equation along the boundaries of the film. The approach here is
similar, but the focus is on critical flow. The simplest geometry
for a transition from supercritical to subcritical flow is considered,
and new equations for the film profile are proposed that are not
singular. The approach is motivated by numerical solutions to the
boundary-layer and Navier-Stokes equations that show a velocity
profile of nonconstant shape. Altering the shape of the velocity
profile is common in classical boundary-layer flows@2# to im-
prove the accuracy of the predicted wall shear stress and to predict
boundary-layer separation; however, the motivation here is avoid-
ing a breakdown of the film-profile equation for a supercritical-to-
subcritical transition.
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Experimental Observation
A qualitative experiment was conducted to show a standing

wave where laminar flow passes from supercritical to subcritical
on a planar, inclined wall. Supercritical flow was distinguished by
stationary waves in the wake of a needle touching the surface of
the liquid. Subcritical flow was distinguished by periodic flow
disturbances, induced by a small, rotating agitator, radiating in all
directions. A film in supercritical flow was produced by pumping
aqueous glycerol to a distribution die with a slot of height 0.012
cm. The lower half of the die extended from the slot outlet in the
flow direction to serve as the inclined plane. Surface tension and
surface-tension gradients were reduced by the addition of the sur-
factant Aerosol® OT~Cytec Industries, Inc.! at high concentra-
tion. A small amount of slurry of titanium dioxide was added to
the liquid to make it white and opaque. The liquid had a viscosity
of 11.8 mPa•s and a specific gravity of 1.11. Lighting by two
synchronized strobe lights was adjusted to create shadows reveal-
ing the shape of the film. Volumetric flow rate per unit width was
fixed at 1.7 cc/s/cm and the inclination of the plane was varied. At
sufficiently low angles of inclination, the fully developed flow
reached downstream is subcritical. The flow passes from super-
critical to subcritical, and the transition is marked by a two-
dimensional stationary wave. As inclination increases, the wave
moves farther from the slot outlet and becomes less distinct. At
sufficiently high angles of inclination, the flow remains supercriti-
cal and no wave is apparent. Figure 1 is a photograph showing
this evolution for inclinations of 1, 1.5, and 2 degrees.

Equations
A Newtonian liquid with viscositym and densityr flows down

a plane inclined at angleu to horizontal as shown in Fig. 2. The
flow evolves from a prescribed initial state and becomes fully
developed downstream. Coordinatex increases down the plane,
and coordinatey is normal to the plane and outwardly directed.
The corresponding velocity components areu andv respectively,
and pressure isp. With gravitational acceleration denotedG and
volumetric flow rate per unit widthq, the film thickness in fully
developed, gravitationally driven viscous flow ish`

5@3mq/rG sin(u)#1/3. The Reynolds number, Re5rq/m, signifi-
cantly exceeds unity so that the length scale along the plane sig-
nificantly exceedsh` .

For gradually varying film thickness, the boundary-layer ap-
proximation to the Navier-Stokes equation is justified@7,11,12#:

rFu
]u

]x
1v

]u

]yG52
]p

]x
1rG sin~u!1m

]2u

]y2 (1)

052
]p

]y
2rG cos~u! (2)

The continuity equation is

]u

]x
1

]v
]y

50 (3)

The surface of the film,y5h(x), is a streamline and free of stress

q5E
0

h

udy, ]u/]y50, p50 ~y5h! (4)

Velocity is zero at the stationary wall.

u50, v50 ~y50! (5)

Finally, the initial film thickness and velocity profile are
prescribed.

h5h0 , u5u0~y!, ~x50! (6)

The following dimensionless variables are introduced:

x5x/Reh` , H5h/h` , b5h0 /h` (7)

In applying Eqs.~1!–~6! to film flow, a rectangular domain can
be obtained by replacing the coordinatey with y/h. Here, a rect-
angular domain is obtained through the von Mises transformation
@2,12#. In this transformation, the stream functionc, defined such
that u5]c/]y and v52]c/]x, replaces the cross-film coordi-
natey, and the dependent variable is proportional to the square of
the x-component of velocity,f5(uh` /q)2. This transformation
maps the interface to a fixed boundary location 0<c<q. With
C5c/q, the resulting nonlinear boundary-value problem for
f~x,C! is:

]f

]x
1

6

Re tan~u!

dH

dx
5Af

]2f

]C2 16 (8)

y

h`
5E

0

C dz

Af~x,z!
, H5E

0

1 dz

Af~x,z!
(9)

f50 ~C50!, ]f/]C50 ~C51! (10)

The initial velocity profile~x50! is chosen to be either a plug

f5b22 (11)

or a half parabola

f5b@12cos~g/3!1A3 sin~g/3!#,
(12)

g5tan21@A12~12C!2/~12C!#

For the case of a vertical wall, Eq.~8! becomes that given in@12#.
Equations~8!–~10! with either Eq.~11! or ~12! were solved by

finite differences. It proved necessary to add a second-derivative
term to the right-hand side of Eq.~8! of the form «]2f/]x2,

Fig. 1 Photograph showing the standing wave at wall inclina-
tions of 1, 1.5, and 2 degrees. The Reynolds number is 16.

Fig. 2 Definition sketch
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where«!1 is a small number taken to be 1024 in the calculations
below. This additional term permits the additional constraint that
H51 at the downstream end of the gridx5L and thereby sup-
presses a solution describing a horizontal interface in which the
derivative of film thickness on the left-hand side of Eq.~8! bal-
ances the constant on the right-hand side.

To implement finite differences, new variablesx8 and C8 are
defined that permit more mesh points to be located nearx50 and
C50, namely, x85@ log(x1dx)2log(dx)#/@log(L1dx)2log(dx)#
andC85@ log(C1dC)2log(dC)#/@log(11dC)2log(dC)#, wheredx

and dC are constants. In the calculations,dx51026 and dC

51022, and the numbers of uniform segments in thex8 andC8
directions were 100 and 50, respectively. The solution was ob-
tained iteratively in MATLAB by Newton’s method. For most
cases, a solution of Eq.~8! without the term indH/dx, obtained
as previously described@3#, provided an initial guess. As Re tan~u!
was set to smaller values, the previously converged solution sup-
plied an initial guess. In addition to numerical solutions of the
boundary-layer equation, solutions of the Navier-Stokes equation
were generated by the finite element method@3#.

An approach simpler than the Von Mises transformation is to
assume a velocity profile and to integrate Eq.~1! across the film.
The partial differential equation thereby reduces to an ordinary
differential equation. A frequent assumption is that the velocity
profiles at all cross sections are geometrically similar, and a com-
mon choice for the shape is a half parabola. For the problem at
hand, however, a geometrically similar profile fails if there is a
critical point, and to avoid this outcome a more general velocity
profile is employed. Withh5y/h,

uh/q5A@h25h2/214h3/3#13@h2h2/2# ~0<h<1!
(13)

The functionA(x) alters the shape of the velocity profile and is
determined as part of the solution. This profile is a cubic polyno-
mial that reduces to a half parabola forA50, and in the present
problemA asymptotes to zero downstream. Eq.~13! is consistent
with Eqs. ~4! and ~5!. Velocity componentv follows from Eqs.
~13!, ~3!, and~5!, and pressure follows from Eqs.~2! and ~4!.

p5rG cos~u!~h2y! (14)

Equation~1!, evaluated from these expressions foru, v, andp,
leaves residualR. The two equations required to solve forH andA
are generated by requiring the average of the residual to be zero
over two intervals.

1

v E
0

v

Rdh50 (15)

The extent of an interval is specified byv, 0,v<1. The choice
v51 gives an overall momentum balance.

F 3

Re tan~u!
2

a

H3G dH

dx
1

1

H2

da

dx
532

31A

H3 (16)

a56/52A/151A2/105 (17)

Computational experiments were carried out over the range of
second values forv. The outcome, summarized below, leads to
the limit of Eq. ~15! asv→0 with the resultR50 at h50.

05211
1

Re tan~u!

dH

dx
1

5A/311

H3 (18)

Eqs.~16! and ~18! can be rearranged as

2a
dH

dx
1H

da

dx
54A (19)

dH

dx
5Re tan~u!F12

5A/311

H3 G (20)

A solution to Eqs.~19! and ~20! is sought forH and A that
asymptotes to fully developed flow downstream,A→0(x→`)
and from Eq. ~20! H→1(x→`). A numerical integration is
started from an asymptotic solution obtained by linearizing Eqs.
~19! and~20! about fully developed flow. The asymptotic solution
comprises terms inemx wherem is the root of a quadratic equa-
tion. Foru positive and less than 90 deg, there is one positive and
one negative real root, and the negative root is selected so that the
departure from fully developed flow decays downstream.

For a velocity profile that is geometrically similar at each cross
section,A is a constant and Eq.~16!, the overall momentum bal-
ance, reduces to

F 3

Re tan~u!
2

a

H3G dH

dx
532

31A

H3 (21)

The coefficient ofdH/dx in this equation determines whether
flow is subcritical ~coefficient positive! or supercritical~coeffi-
cient negative! according to wave propagation@6#. The fully de-
veloped flow is critical whenever Re tan~u!53/a. For flow that is
everywhere supercritical, Eq.~21! admits a solution that tends to
fully developed flow. On the other hand, if the flow is everywhere
subcritical, or if the flow passes from supercritical to subcritical,
there is no solution to Eq.~21! tending to fully developed flow.
Moreover, the singularity at the critical point cannot be removed
by requiring that the right-hand-side of Eq.~21! vanish at the
critical point. Therefore, a velocity profile of fixed shape fails in
the problem at hand.

Results
When the initial film thickness is much less than that far down-

stream (H!1), gravitational effects are initially negligible and
the solution is a well known similarity solution for which film
thickness grows linearly@3#. This similarity solution is a Jeffery-
Hamel flow, an exact solution of the Navier-Stokes equation for
radially diverging streamlines@13#. Equations~16!–~18! admit
such a solution, specificallyA523/5, a51088/875, anddH/dx
5525/272, if the terms arising from gravity are dropped or,
equivalently, if just the leading terms are retained asH→0.
Choices forv in Eq. ~15! other thanv→0 do not produce this
limiting case and so are less useful. Figure 3 illustrates this out-
come for Re550 andu53 deg. Different nonzero values forv
yield similarly shaped but truncated solution curves that abruptly

Fig. 3 Film profiles for Re Ä50 and uÄ3 deg at four values of v
in Eq. „15…. The profiles terminate abruptly because of a zero
determinant.
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end where the determinant of the equations becomes zero. Conse-
quently, all of the following results are for the choicesv51 and
v→0 in Eq. ~15!.

Equations~19! and ~20! admit a solution at Reynolds numbers
of order unity and greater as shown in Fig. 4 foru53 deg. Also
shown in Fig. 4 are solutions of the boundary layer equation by
the Von Mises transformation with an initial parabolic velocity
profile. The agreement improves as Re increases. The dimension-
less profile does not change for values of Re exceeding 1000. At
Reynolds numbers of order unity, the small-slope assumption
breaks down, and solutions to the Navier-Stokes equation by the
finite-element method produce film profiles that oscillate spatially
as shown in Fig. 5. The boundary-layer equations do not capture
these standing waves.

A more detailed comparison for Re550 andu53 deg is shown
in Fig. 6. The linear profile for negligible gravitational effects@14#
is shown and is closely approached by the profile from the method
of residuals, Eqs.~19! and ~20!. Solutions of the Navier-Stokes
equation by the finite element method and of the boundary-layer
equation by the Von Mises transformation for the cases of initial
plug and parabolic velocity profiles are also shown and are nearly
indistinguishable. The film profile in the parabolic case quickly
approaches the Jeffery-Hamel similarity solution, but that in the
plug case approaches fully developed flow directly. The method
of residuals cannot capture differences arising from initial velocity
profiles.

Velocity profiles according to the method of residuals are com-

Fig. 4 Film profiles for three values of Re at uÄ3 deg from
Eqs. „19… and „20… „solid lines … and from the boundary-layer
equation „points …

Fig. 5 Film profiles by the finite element method for three val-
ues of Re at uÄ3 deg. Results for two meshes at Re Ä15 sup-
port a conclusion that the waves are not a numerical artifact.

Fig. 6 Film profiles for Re Ä50 and uÄ3 deg from the solution
of the boundary layer equation by the method of residuals,
from the solution of the boundary layer equation by the Von
Mises transformation, and from the solution of the Navier-
Stokes equation by the finite-element method. Also shown is
the linear profile for negligible gravity †14‡.

Fig. 7 Extreme velocity profiles for Re Ä30 and uÄ3 deg from
the method of residuals „solid curves … and from the finite ele-
ment method „points …

Fig. 8 Film profiles at five angles of inclination for the condi-
tions of the photo. The circles show the location where the
coefficient of dH Õd x in Eq. „16… vanishes.
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pared with those from the finite element method in Fig. 7 for
Re530 andu53 deg. Velocity profiles for the extreme values of
A, 0 and20.785, are plotted as smooth curves. The extreme pro-
files from the finite-element method are plotted as points. The
method of residuals captures the range of velocity profiles reason-
ably well, and this agreement supports the conclusion that a ve-
locity profile of fixed shape is unworkable in the present problem.

Figure 8 shows film profiles by the method of residuals at Re
516, the value for the conditions of the experimental observation.
In accordance with Fig. 1, the profiles show a prominent standing
wave that shifts downstream and fades as the inclination of the
plane increases.

Concluding Remarks
Although the shape of the velocity profile changes in the tran-

sition from supercritical to subcritical flow, the change is modest
according to Fig. 7. Nonetheless, any inference that a half pa-
rabola should suffice for the velocity profile is incorrect. There is
a region in the flow where the dominant terms in Eqs.~19! and
~20! nearly cancel. The small difference is offset by the term
related to the changing shape of the profile, the term inda/dx.
This term precludes a singular solution and provides access to
fully developed flow downstream.

The cubic velocity profile approximates Jeffery-Hamel flow
more accurately than a parabolic velocity profile. The slope of the
linear film profile determined above, 1.93, is near the expected
value, 1.81@14#. On the other hand, a parabolic velocity profile
gives 2.5@3#. A cubic profile, unlike a parabolic profile, can ac-
commodate the inflection point at the wall inherent in the Jeffrey-
Hamel solution.

The choicev→0 in Eq. ~15! is equivalent to evaluating the
Navier-Stokes equation at the wall, a common step in classical
boundary-layer analysis. The inertial terms vanish at the wall, and
it is that outcome that precludes a vanishing determinant. So, our
findings support the classical approach to providing an additional
equation.

Flow is everywhere supercritical in the case of a vertical plane,
and consequently the many analyses of that special case have not
encountered a critical point.

The evident success of the present approach suggests that it be
generalized to more complicated flows and explored more exten-
sively. Such work is in progress.
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Introduction
A new theoretical treatment of the Taylor-Gortler instability of

laminar boundary layers with streamline curvature is brought to
the reader’s attention in the present note. It is well established that
a boundary layer over a concave surface is unstable with respect
to centrifugal instability, manifested by the presence of a spanwise
vortex array consisting of evenly spaced counter-rotating vortices.
One notices a plethora of theoretical analyses devoted to the prob-
lem while reviewing the literature~see, e.g., reviews by Floryan
@1# and Saric@2#!. It was a concern about a disparity in the theo-
retical predictions that stimulated the study of Floryan and Saric
@3#. They elaborated a general approach to the problem by formu-
lating the boundary layer and disturbance equations in a general,
orthogonal, curvilinear system of coordinates and the order-of-
magnitude analysis of the equations. Recently, Bottaro and Lu-
chini @4# took a fresh look at local theories in the hope of obtain-
ing a more consistent formulation of the problem. However, the
existing theories predict nothing about which characteristic wave-
length of the vortices will actually appear for a given experimental
setup. Based on the experimental findings of Tani and Sakagami
@5# and Bippes@6#, it became apparent that a flow with a favorable
streamline curvature is indifferent to a perturbation wavenumber.
This experimental observation seems to be consistent with the
theory, which does not provide any preferred wavelength of the
instability. Due to Swearingen and Blackwelder@7#, the only
mechanism of wavelength selection is a competition of perturba-
tions with different amplification rates. Only those corresponding
to the most-amplified ones are remained. However, in spite of the
widely accepted success of the quasi-parallel theory, some of the
theoretical predictions remain in question. An existence of the
critical Gortler number at a finite spanwise wavenumber is yet
unresolved. In fact, the first manifestations of the presence of
spanwise vortices are noticed for the Gortler numbers that are an
order of magnitude larger than the long-wavelength asymptote
predicted by the theory.

In the present study, an attempt was made to simplify a formu-
lation of the theoretical problem as much as possible while retain-
ing the most-important features of the phenomenon. These fea-
tures can be outlined as follows: First of all, one deals witha
secondary steady flowimposed on the primary laminar boundary
layer. Analysis of this coherent small-intensity motion can be car-
ried out along lines similar to the regular similarity approach used
for the initial boundary layer. Second, the nature of the centrifugal
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instability is inviscid. It means that one can consider, without loss
of generality, the limit«!1 and Re@1 while keeping the appro-
priate combination of the parameters constant. Here,«~[d/R! is
the curvature parameter, which is a ratio of two length scales that
govern boundary layer type flows with streamline curvature: the
radius of curvatureR(x) and the boundary layer thicknessd~x!. It
is customary to use« as a small parameter in the order-of-
magnitude analysis. The Reynolds number, Re5dU`/n, is based
on the local reference scales of the mean flow. Finally,nonparal-
lel effectsdue to a divergence of the boundary layer need to be
addressed in the stability analysis. It must be admitted here that
great attention was paid to the asymptotic solution and the non-
parallel effects in previous studies. However, as shown below, not
all terms due to the first assumption were involved in the solution.
These extra terms significantly affect stability characteristics of
the laminar boundary layer with streamline curvature.

Governing Equations
Consider the stability of a laminar boundary layer flowing

along a concave wall. The analysis begins with the equations of
motion and continuity in an orthogonal body-oriented coordinate
system introduced by Goldstein@8#. When the curvature param-
eter is small,«!1, all of the curvature terms in the equations of a
basic state may be neglected and the mean flow in the boundary
layer approximation is represented by the Blasius boundary layer.
It is anticipated that a three-dimensional, steady, spatially growing
disturbance imposed on the primary boundary layer can be repre-
sented in a form of the asymptotic expansion:

~u8,v8!5U`$A~w!@ û~h!,v~h!#

1«@u1~w,h!,v1~w,h!#1O~«2!%

3cos~bz!expS E
w0

w

ĝdw D
w85U`@A~w!w~h!1«w1~w,h!1O~«2!#sin~bz!expS E

w0

w

ĝdw D
(1)

p85U`
2 @A~w!p~h!1«p1~w,h!1O~«2!#cos~bz!expS E

w0

w

ĝdw D
Here, the slow variabledw5dx/R(x) is introduced, wherex is a
coordinate along a surface;h andz are coordinates at right angles
to a surface and in the spanwise direction, made dimensionless
with the length scaled5C(nx/U`)1/2; U` is the free-stream ve-
locity; and ĝ and b are the dimensionless amplification rate and
the spanwise wavenumber, respectively. Based on experimental
evidence, it is generally recognized that the quasi-exponential
growth of the linear amplification phase persists far downstream.
It is also assumed here that, at leading order on a small parameter,
the steady perturbations are self-similar ones, along lines similar
to the basic flow, and one should remember while taking deriva-
tives along the flow that the perturbation field implicitly depends
on x as a function ofh5y/d(x). In a number of studies~e.g.,
Ragab and Nayfeh@9#, Floryan and Saric@3#, Finnis and Brown
@10#, Bottaro and Luchini@4# only the nonparallel effects associ-
ated with a mean flow divergence were taken into account at the
stability analysis. Substituting solution~1! into perturbation equa-
tions in body-oriented coordinates and making use of the transfor-
mationsg5« Reĝ, u5« Reû, andq5Rep, one gets, at leading
order on the small curvature parameter,«!1, the linear stability
equations of the form

gUu1Go2U8v2B f u85u92b2u

gUv1V8v2B fv812Uu1q85v92b2v
(2)

gUw2B f w82bq5w92b2w

gu1Go2~v81bw!5bhUu8

Here, the prime denotes the derivative with respect toh; Go
5ReA« is the Gortler number;B5C2/2([Red/2x), the constant
factor that isB51.481, if the displacements thickness,d* , is the
reference length scale; whilef (h) is the dimensionless stream
function of the basic state,UW /U`5(U,V/Re), whereU5 f 8 and
V5B(hU2 f ). The system~2! that is subject to homogeneous
boundary conditions

u5v5w50 at h50
(3)

u5v5w50 at h→`

represents the eigenvalue problem with respect tog(b,Go), and
the Riccati factorization method was used for its solution. It be-
comes apparent from~2! that nonparallel effects are already taken
into account at leading order on the curvature parameter. Solu-
tions to Eqs.~2! depend explicitly neither on the curvature param-
eter nor on the Reynolds number; however, the growth rate and a
scale of the downstream velocity perturbation do depend on a
particular experimental setup even for the same value of the
Gortler number.

The amplitude functionA~w! is arbitrary at leading order on the
small parameter, however, it is determined by imposing the solv-
ability condition at the next order~see, e.g., Nayfeh@11#!. By
using the notation

$c1 j : j 51, . . . ,6%⇒$v,u,w,q,Du,Dw% (4)

equations~2! can be rewritten in the compact form

Dc1 j2(
k51

6

ajkc1k50 for j 51, . . . ,6 (5)

whereD5]/]h. Making use of Goldstein’s equations, the next
order problem is written as

Dc2 j2(
k51

6

ajkc2k5Ej~dA/dw!1GjA for j 51, . . . ,6 (6)

where Ej and Gj are known functions of the primary and the
secondary flow quantities~see Appendix!. According to the
asymptotic expansion~1!, functionsc2 j are defined by the expres-
sion

$c2 j : j 51, . . . ,6%⇒$v1 ,u1 ,w1 ,q1 ,Du1 ,Dw1%

which is similar to~4!. Since the homogeneous parts of~6! are the
same as~5! and since the latter have a nontrivial solution, the
inhomogeneous equations~6! have a solution if and only if the
homogeneous parts are orthogonal to every solution of the adjoint
homogeneous problem, that is

E
0

`

(
j 51

6

@Ej~dA/dw!1GjA#z jdh50 (7)

where thez j (h) are solutions of the adjoint homogeneous prob-
lem

Dz j1(
k51

6

ak jzk50 for j 51, . . . ,6

z45z55z650 at h50 (8)

z4 ,z5 ,z6→0 as h→`

The equation for the amplitudeA(w) comes from the solvability
condition ~7!

M ~w!dA/dw1N~w!A50 (9)

where
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M ~w!5E
0

`

(
j 51

6

Ejz jdh, N~w!5E
0

`

(
j 51

6

Gjz jdh (10)

Thus an expression for the disturbances to leading order has the
exponential form

uW 8}A0uW ~h!expF E
w0

w

~ ĝ2N/M !dwG (11)

where uW (h) is the eigenvector~4! calculated for the given
x-location andA0 is an arbitrary constant due to the linearity of
the problem.

Results and Discussion
Two neutral stability curves,ĝ50, in the linear approximation

are shown in Fig. 1. The dashed line represents the classical treat-
ment of the problem by Gortler, which is a solution to Eqs.~2!–
~3!, when the factorB is equated to zero. The calculation repro-
duces Gortler’s corrected neutral curve due to Herbert@12#. The
neutral curve calculated in the framework of the present model is
shown with the solid line. Since the perturbation growth/decay
rate depends on a particular experimental setup,ĝ
5g(b,Go)/(« Re) ~not a linear neutral curve!!, the curves of a
constant amplification rate,ĝ5const, may be given here only as
an arbitrary example, in our case for«(x)[0.01. As should be
expected, both neutral curves have the same short-wave asymp-
tote. However, contrary to the locally parallel approach, the latter
neutral curve has a minimum at a finite value of the spanwise
wavenumber. One can see from Fig. 1 that the theoretical predic-
tions are consistent with the experimental observations. It is also
well established experimentally that longitudinal vortices, occur-
ring due to centrifugal instability, preserve their spanwise scale
while developing downstream. This feature of the vortices can be
exploited to relate the local Gortler number to the measured local
dimensionless spanwise wavenumber. Thus, based on the defini-
tion of the Gortler number, one obtains the relationshipGo
}b3/2 sinceb5(2p/l0)d, wherel0 is the dimensional spanwise
wavelength of the vortices. According to Fig. 1, the straight lines

with slope 3/2, which correspond to a constant dimensional wave-
number, cross the neutral curve at almost a right angle over a wide
range of the parameters~Go,b!. Small external perturbations with
b from this range have almost the same amplification rate and,
hence, an equal chance of observation. The large scattering of
experimental data in this region supports this finding. On the other
hand, based on the present calculations, a preferred naturally oc-
curring perturbation does exist, and, according to Fig. 1, has a
spanwise wavenumber,b'0.4, and is a neutral one atGo'8.28.
However, any external factor imposed on the flow may give rise
to a perturbation with a wavenumber from the instability region
whenever the flow Gortler number is large enough,God

*
.6.8 ~or

for the generally used Gortler number based on the momentum
thickness,Gou.1.63, since for the Blasius boundary layer the
shape factor isd* /u52.59).

Correction to the amplification rate due to a slight nonlinearity,
represented by the ratioN/M in Eq. ~11!, depends on both the
curvature parameter and the Reynolds number. This also may ex-
plain a large scattering of the data since they correspond to dif-
ferent experimental setups. It is easily seen from Eq.~10! and
expressions for the functionsEj and Gj that N/M
5F(b,Go)/Re. Consequently, for a constantb andGo, the cor-
rection is proportional to a square-root of the curvature parameter,
N/M;A«. As follows from the linear approach analyzed above, a
divergence of the boundary layer has a stabilizing effect on cen-
trifugal instability in the first-order approximation. However, the
same stabilizing effect has a slightly nonlinear correction, adding
to the stability of the laminar boundary layer flowing over a con-
cave wall. The correction to the linearly neutral perturbation cor-
responding tob50.4 andGo58.282 is shown in Fig. 2 versus«.
It is seen from the plot that the stabilizing effect due to the flow
divergence is more pronounced for larger curvature parameters.
For example, for the small curvature parameter used by Finnis and
Brown @10# in their experiments,«(5d* 1 /R)'5•1024, the cor-
rection to the linear neutral parametersb andGo does not exceed
1 percent.

Conclusions
It has been shown in a number of theoretical studies devoted to

the linear analysis of the centrifugal instability of a laminar
boundary layer over a concave surface that a divergence of the
mean flow contributes to the flow instability. In the present study,
a new treatment of the centrifugal instability is proposed. It is
assumed that the secondary steady flow in the form of counter-
rotating vortices is imposed on the primary boundary layer and

Fig. 1 Neutral stability curves obtained from the Gortler
model, ----, and in the present study, —. Experimental points
due to Tani †13‡: s, ¿, ., j, n; Winoto and Crane †14‡: h;
Crane and Sabzvari †15‡: ,; Finnis and Brown †10‡: Ã, d. The
dotted line represents a function GoÈb3Õ2 corresponding to a
constant dimensional wavenumber.

Fig. 2 Nonlinear correction to the amplification rate for bÄ0.4
and GoÄ8.282
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has a self-similar form if rendered nondimensional with the local
reference scales. Contrary to the existing nonparallel approaches,
the opposite conclusion is drawn—the nonparallel effects are
strongly stabilizing. The calculated linear neutral stability curve is
in a very good agreement with experimental data regarding the
flow parameters at the first manifestation of the instability. The
preferred naturally occurring perturbation wavelength was also
identified. The calculated critical Gortler number is, by an order of
magnitude, larger than that provided by recent theoretical investi-
gations and is consistent with the data. Finally, it was also shown
that the slightly nonlinear correction to the amplification rate
due to a divergence of the mean flow is sufficiently small to
change the flow stability characteristics for moderate curvature
parameters.

Appendix

E152u, E25E350, E452Re Uv,

E55ReUu, E65Re Uw

G15v1 ibhw, G25G350,

G45~b21BDV!hv2~12BhV!Dv1hDq

G552Go2D~hU !v2~b2h1BV!u1gq1~12BhV!Du

G652b2hw1~12BhV!Dw2 ibhq
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1 Introduction
Stokes@1# first presented an exact solution to the Navier-Stokes

equation. The first solution is for the flow of a viscous incom-
pressible fluid past an impulsively started infinite horizontal plate
in its own plane and is known as Stokes’s first problem, whereas
the second solution was also presented by Stokes@1# in case of the
flow of a viscous incompressible fluid past an infinite horizontal
plate oscillating in its own plane and is also known as Stokes’s
second problem. These problems being of fundamental nature,
these are referred in all the textbooks on viscous flow e.g., Schli-
chting @2#. However, this solution is not a complete solution be-
cause it does not satisfy the initial condition. Hence Stokes’s so-
lution is the steady-state solution, which applies after the effect of
any initial velocity profiles has died out. The knowledge of the
initial or the transient solution is essential in order to understand
the full solution of flow past an oscillating plate in its own plane.

Since it is a fundamental solution, it has many applications,
e.g., ~i! acoustic streaming around an oscillating body,~ii ! effect
of fluctuating free stream on the boundary layer flow past a body;
in this case, Stokes’s result is considered as a perturbation in the
high frequency limit. This is because for an incompressible fluid
flow, it is immaterial whether the plate oscillates in a stagnant
fluid or the plate is fixed and the fluid oscillates. The transient
solution is also important in certain unsteady boundary layers e.g.,
those starting from rest or those with an external velocity having
an arbitrary time dependence. Hence to understand the exact na-
ture of these problems, the knowledge of the transient and the
steady-state components is significant.

Panton@3# first presented the solution to transient problem in
exact form in terms of standard mathematical functions. Panton
@3# presented the transient and starting phase velocity distributions
for the plate either oscillating as sin(T) or 2cos(T). Physically the
sin(T) or 2cos(T) represents a standing wave passing through the
origin or not passing through the origin. The effect of transversely
applied magnetic field on the transient component of Stokes’s
solution, when induced magnetic field is negligible has not been
studied in the literature. Hence the motivation to undertake this
study. In Section 2, the mathematical analysis is presented; a so-
lution to transient component is presented in terms of standard
mathematical functions. The transient and starting velocity distri-
butions are shown graphically. The results are discussed by com-
paring with those of Panton.

2 Mathematical Analysis
We assume that a viscous electrically conducting incom-

pressible fluid surrounds a nonconducting horizontal plate. At
time t<0, the plate and the fluid are in a stationary state. At
time t.0, the plate starts oscillating in its own plane and a uni-
form magnetic filed of strengthB0 is applied in a direction trans-
verse to the direction of the horizontal plate. Thex-axis is taken

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Division
March 17, 1999; revised manuscript received May 1, 2001. Associate Editor:
D. P. Telionis.

Copyright © 2001 by ASMEJournal of Fluids Engineering SEPTEMBER 2001, Vol. 123 Õ 705

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



along the plate and they-axis is taken normal to the plate. The
velocity satisfies the nondimensional equation and boundary con-
ditions:

]U

]T
5

]2U

]Y22MU (1)

U^Y,0&50 (2a)

U~0,T!5sin~T! (2b)

U~`,T!,` (2c)

where the capital letters denote nondimensional variables which
are defined by

U5u/u0 , T5vt, Y5yAv/n, M5~sB0
2!/^rv&

whereu0 is the amplitude,v the frequency,n the kinematic vis-
cosity,s the electrical conductivity,r the density of fluid, andB0
is the strength of the transverse magnetic field.

The velocity may be decomposed into a steady-state and tran-
sient component satisfying Eq.~1! as:

U5Us1Ut (3)

The steady-state component can be derived in the following form:

U5e2aY/& sin̂ T2bY/&& (4)

where

a5AM1A11M2, b51/a

This solution~4! satisfies the boundary conditions~2b,c! but not
the initial condition ~2a!. If the transient solution satisfies the
boundary conditions:

Ut~Y,0!52e2aY/& sin~2bY/& !5Im e2CY/& (5a)

Ut~`,T!,` (5b)

Ut~0,T!50 (5c)

whereC is the complex constantC5a2 ib, then the composition
of the transient and steady-state solutions will completely satisfy
Eqs.~1! and ~2a,b,c,!.

The general transient problem is solved by Laplace transform
technique using the conditions~5a,b,c! as:

Ut~Y,T!5ImF1

2
e2~CY/& !2 iT erfcAT

2S C2
Y

T&
D

2
1

2
e~CY/& !2 iT erfcAT

2S C1
Y

T&
D G (6)

By plotting the transient solution we can get an idea of just how
rapidly the dying character happens. The transient component of
the velocity is given in Fig. 1. The curves decay rapidly asM
increases and the maximum point moves further into the fluid. It is
observed that the maximum velocity has been reduced to less than
0.03 even for smaller timeT50.3 for M52, which indicates fur-
ther that asM increases the maximum velocity reduces further for
smaller time.

The complete starting velocity profiles are shown on Fig. 2.
Velocity profiles are given for the case when the fluid is initially
still and the plate is moved so that the velocity varies as sin(T).
For comparison the steady-state solutions are plotted as dashed
lines. The first set of curves atT50.3 shows the viscous ‘‘wave’’
has penetrated only slightly into fluid and the penetration reduces
as M increases. The corresponding steady-state velocity profile
shows that the fluid does not show negative velocity asM in-
creases as a departure from the case of Panton. The next curve
at T51.5 shows a deeper penetration and the fluid propagates
inward sharply atT55.0 asM increases. It is noticeable that
the transient and steady-state curves are almost the same even for
T50.3, M52 as observed in Fig. 1 and this is true forT51.5, 5
for M52 also. Thus in the presence of magnetic field the oscil-
lation does not require longer time for the transition to decay.

3 Conclusions

~a! In the presence of magnetic field, maximum velocity falls
rapidly and approaches the plate.

~b! The difference between the starting and the steady-state
solutions is quite insignificant in the presence of magnetic
field.
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Fig. 1 Transient velocity distribution, plate velocity sin „T…

Fig. 2 Starting phase velocity profiles, plate velocity sin „T…
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Approximate Similarity of Confined
Turbulent Coaxial Jets
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Introduction
The turbulent flow produced when a jet of fluid is confined by

an enclosure has many practical analogues in combusting furnace
flows, arterial blood flows, and the ventilation of lungs, Slutsky
and Menon@1#. The importance of this flow has led to investiga-
tions of the simplified case of the coaxial jet in a cylindrical duct
as defined in Fig. 1. An analysis of enclosed coaxial jets is made
here which unifies two previous theories of the approximate simi-
larity of such flows. Also, computational fluid dynamics is used to
investigate the flow to clarify the extent of similarity, the role of
the static pressure boundary condition, and the choice of the den-
sity scale.

The flow is produced by an inner jet flow with nozzle radius,
r 1, and uniform density and velocity,r1 andu1 , and a secondary
outer flow in the annular region betweenr 1 and r 2 with uniform
conditionsr2 andu2. The flow develops over a length,L, before
exiting from the duct through an outlet. The principal feature of
the flow which is of interest is the formation of a toroidal recir-
culation eddy, a section of which is shown in Fig. 1.

Previous work has emphasized the conditions under which the
flows produced by two different coaxial jet flows could be ex-
pected to be similar. This has been a particular concern in the
development of combustion devices, where preliminary testing of
combustion enclosure designs with cold models is useful if the
model flow can be satisfactorily linked with that in the actual
combustion device. Thring and Newby@2# used physical and di-
mensional reasoning to derive a single nondimensional parameter

u05
ṁ11ṁ2

AG1rmpr 2
2

(1)

whereṁ1 and ṁ2 are the jet and secondary mass flow rates, re-
spectively,G1 is the axial momentum flow rate of the jet, andrm
is the density of the two streams when fully mixed. Matching this
‘‘Thring-Newby’’ parameter would lead to approximately similar
flows away from the initial region of the jet.

Barchilon and Curtet@3# developed a one-dimensional model
for the jet velocity excess, the jet width and the velocity in the
outer flow and arrived at the similarity parameter, the ‘‘Craya-
Curtet number’’:

Ct5
Uk

AUd
22Uk

2/2
(2)

in which Uk andUd are velocity scales arising from the flow rates
of mass and momentum at the inlet:

Uk5
1

AEA
u dA (3)

Ud
25

1

AEA
S u21

p

r DdA (4)

Integration is over the entire cross-section of the inlet flow~at x
50! and u, p and r are the axial velocity, static pressure and
density.

Theory
The conditions under which precise similarity of the flows in

two different coaxial jets occurs can be determined by nondimen-
sionalizing the exact governing equations. For low speed flow the
parameters which arise are the Reynolds number, and when heat
and mass transfer are important, the Prandtl and Schmidt num-
bers. In addition, the inlet boundary conditions lead to the ratios
of velocity, density and radius of the two streams. Thus, in addi-
tion to the Reynolds number, the following nondimensional ratios
must be matched to produce precisely similar flows:

r * 5
r 2

r 1
u* 5

u2

u1
r* 5

r2

r1
(5)

The idea of approximate similarity of coaxial jets originates
from the work of Thring and Newby@2# who were concerned with
modeling combustion systems using isothermal conditions. Re-
placing an actual jet of cool, dense reactant gases issuing from a
burner, with a jet of gases of the same low density as the hot gases
in the combustion chamber, was of interest as a first step in setting
up an isothermal scale model. The Thring-Newby parameter and
the Craya-Curtet number are results of efforts to develop a crite-
rion for approximate similarity. Both parameters may be ex-
pressed in terms of a common parameter,b, involving the inlet
momentum flow rateĠ and mass flow rateṁ where:

b5
Ġ

ṁU

with

U[
ṁ

rmA
(6)

This parameter is a nondimensional inlet momentum flow rate. In
the case of the Craya-Curtet number, the density has been taken as
uniform sorm5r15r2 and one can expressb using the defini-
tions of Eqs.~3! and~4! asb5Ud

2/Uk
2 which on substitution into

Eq. ~2! gives the relation

Ct5
1

Ab2
1
2

(7)

Thusb andCt are directly linked and one can equivalently match
eitherb or Ct . A generalized Thring-Newby parameter can also
be expressed in terms ofb as

u5
1

Ab
(8)

This will be termed the momentum parameter. Equation~8! re-
duces to the Thring-Newby parameter, Eq.~1!, when the momen-
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Fig. 1 The coaxial jet
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tum flow rate,Ġ, used inb excludes the secondary flow momen-
tum. In the combustion systems which Thring and Newby had in
mind the secondary air stream generally has low momentum in
relation to the burner jet flow.

The appearance of the effective density,rm , in the dimension-
less momentum flow rate is important when the densities of the jet
and secondary fluids differ. Thring and Newby tookrm , in effect,
to be the density of the mixture formed by combining the jet and
secondary streams at constant pressure and adiabatically, a plau-
sible approximation for small secondary flow where the jet largely
encounters the hot low density combustion gases recirculated
from upstream.

A further issue is the way in which the static pressure at the
inlet surface is represented. Differences between the pressure at
the inlet and within the duct beyond the inlet will either increase
the momentum flow rate or decrease it, depending on whether that
pressure difference is positive or negative. It is this effect which is
represented by the inclusion of pressure in Eq.~4!. Becker et al.
@4# use the negative of the dynamic pressure of the secondary
stream as the pressure difference. This appears to be motivated by
consideration of cases for whichu is small. These have large
recirculation eddies for which the secondary flow encounters a
rise in pressure, approximately equal to its initial dynamic pres-
sure. Of course it would be more appropriate to take the pressure
difference as zero in cases whereu is large and the eddy moves
further downstream and becomes smaller.

The Craya-Curtet number and the Thring-Newby parameter
each may be expressed in terms ofb as shown above. The Craya-
Curtet number does not apply to cases with nonuniform density.
The Thring-Newby parameter does not include the momentum of
the secondary stream. These restrictions are avoided using the
momentum parameter,u, defined by Eqs.~8! and ~6! in terms of
the general momentum and mass flow rates:

Ġ5E
A
~ru21p2pc!dA (9)

ṁ5E
A
rudA (10)

The pressure,pc is the ‘‘appropriate’’ chamber pressure, here
taken to be the stagnation pressure of the secondary stream, fol-
lowing Becker et al.

The particular case of a coaxial jet in a cylindrical duct is con-
sidered here. With each stream having uniform conditions,b may
then be written using the ratios defined in Eqs.~5! as

b5

H 1

r * 2 1r* u* 2S 12
1

r * 2D2
1

2
r* u* 2J rm

r1

F 1

r * 2 1r* u* S 12
1

r * 2D G2 (11)

In the curly brackets the three terms represent the jet momentum,
the secondary stream momentum and the pressure, respectively.

Computations and Results
A large number of computations were made using the standard

k-e turbulence model of Launder and Spalding@5#, with a loga-
rithmic boundary wall treatment. The mean flow and turbulence
equations were solved numerically using the Fluent@6# code. The
domain for all computations is the axisymmetric chamber of Fig.
1 with lengthL512.0 m and radiusr 251.0 m. For most of the
computations the jet radiusr 150.05 m is used, although some
computations have also been made with jet radii of 0.03 and 0.1
m. A grid giving a solution with numerical error within a few
percent has been used. The fluid used is taken to be a perfect gas
and a temperature difference between the streams is used to pro-
duce the density difference. The mixture density required in Eq.
~11! can then be expressed as

rm

r1
5

11r* u* ~r * 221!

11u* ~r * 221!
(12)

In the computations each parameter affecting the flow was var-
ied to produce a range of different values of the momentum pa-
rameter,u. The parameters varied were jet velocity, secondary
velocity, jet radius and the stream temperature~density! ratio. The
values used and the corresponding values of the momentum pa-
rameter are listed in Table 1. Each computation uses the reference
case values for the parameters not being varied.

Figure 2 shows computed stream function contours for values
of u from 0.05–0.597. As the momentum parameter increases, the
recirculation eddy moves progressively downstream and its size
decreases. A computation foru50.776 produced no eddy.

The accuracy with which the nondimensional momentum flow
rate,b, can collapse the computed results over the range of con-
ditions of Table 1 may be examined using a plot of the change in
the position of the stagnation points characterizing the recircula-
tion eddy. These points are labeled A, B, and C on Fig. 1, corre-
sponding to the upstream separation point, the downstream reat-
tachment point and the point of zero mean velocity in the center of
the eddy.

Figure 3 shows all data plotted in this way. Ignoring the open
circles and the crosses, the collapse of the results is generally
good. The collapse is excellent for the position of the separation
point, A, with the results deviating by less than 1 percent from a
universal curve. The results for the position of the eddy center,
and the reattachment position further downstream, show less sat-
isfactory collapse. As the axial numerical cell size increases in the
downstream direction, it is likely that interpolation errors cause
some of the poorer collapse for points B and C.

The crosses correspond to changes in the radius ratio, and the
resulting eddy positions show the largest differences from corre-
lation. The larger jet diameter produces the greatest difference,
which is expected since the jet diameter in relation to the duct size
is increased and the condition of small jet to duct diameter ratio is
less well satisfied. The case with smaller jet diameter than the
reference condition is acceptably well correlated with the other
results but is still less accurately correlated than with the other

Table 1 Conditions of the computations

Parameter

Reference
Case

u50.372 Other values used

U1 ~m/s! 30 20 40 50 60
~u50.517 0.294 0.247 0.214!

U2 ~m/s! 0.5 0.0 0.15 0.3 0.7 0.9 1.0 1.13 1.29
~u50.050 0.149 0.247 0.489 0.597 0.647 0.708 0.776!

r 1 ~m! 0.05 0.03 0.1
~u50.544 0.263!

T2/T15r1/r2 1.0 4.0 0.6 0.33 0.25
~u50.224 0.460 0.586 0.657!
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varied parameters. This indicates a particular sensitivity to a de-
parture from precise geometric similarity. This is consistent with
the fact that if Reynolds number influences are small, the collapse
would be precise for all results except those where the radius ratio
or density ratio is varied.

Some evidence is also available in Fig. 3, regarding the choice
of the density scalerm . The filled circles are those resulting when

the mixture density, Eq.~12!, is used to determineu for the cases
of nonuniform density. The same results are also plotted in the
figure with open circles showing the effect of using the secondary
stream density forrm . While use of the mixture density gives
somewhat better collapse at largeu and the secondary stream
density at smallu, each gives a similar, acceptable collapse
overall.

The form ofb used in the momentum parameter in Fig. 3 is that
used by Becker et al. and Barchilon and Curtet and given by Eq.
~11!. This definition includes the momentum of the secondary
stream and also adopts the approximation that the pressure differ-
ence acting on the emerging fluid is equal to the dynamic pressure
of the secondary stream. This is in contrast to the form used by
Thring and Newby in which neither of these effects is included.
The data were replotted with, first, the dynamic pressure and then
the secondary momentum excluded from calculatedb values. The
degree of correlation was found to be entirely unaffected by
whether these effects were included or excluded fromb.
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Fig. 2 Variation of computed stream function contours with momentum param-
eter, u

Fig. 3 The computed stagnation positions for a range of val-
ues of the momentum parameter, u, produced by varying inlet
velocity ratio, u * , density ratio, r* , and radius ratio, r * . The
nondimensional momentum flow rate, b, is determined using
Eq. „11….
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Erratum: ‘‘Computation of Particle and Scalar Transport for Complex Geometry
Turbulent Flows’’

†ASME J. Fluids Engineering, 123, No. 2, pp. 372–381‡

P. G. Tucker

In the above paper, Table 2 was printed incorrectly. The correct Table 2 appears below.

Erratum: ‘‘The Production of Shear Flow Profiles in a Wind Tunnel
by a Shaped Honeycomb Technique’’

†ASME J. Fluids Eng., 119, No. 3, p. 713‡

F. Ahmed and B. Lee

In the online version of the above Technical Brief, the initial of the first author is incorrect. The correct name is F. Ahmed. The print
version of this Technical Brief has the correct initial.

Table 2 Gradient arguments for direction cosines of n̂

Argument Direction cosines

U]L

]xU.maxFU]L

]yU,U]L

]zUG, ]L

]x
.0 n151, n250, n350

U]L

]xU.maxFU]L

]yU,U]L

]zUG, ]L

]x
,0 n1521, n250, n350

U]L

]yU.maxFU]L

]xU,U]L

]zUG, ]L

]y
.0 n150, n251, n350

U]L

]yU.maxFU]L

]xU,U]L

]zUG, ]L

]y
,0 n150, n2521, n350

U]L

]zU.maxFU]L

]xU,U]L

]yUG, ]L

]z
.0 n150, n250, n351

U]L

]zU.maxFU]L

]xU,U]L

]yUG, ]L

]z
,0 n150, n250, n3521
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